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1 Vision
In the 1960s and 70s when the core ideas underlying the Internet were developed, telephony was the

only example of successful, effective, global-scale communications. Thus while the communication solution
offered by TCP/IP was unique and groundbreaking, the problem it solved was telephony’s: a point-to-point
conversation between two entities.

The world has changed dramatically since then.

• Information-intensive business like travel, banks and financial services long ago moved onto the In-
ternet. Today almost anything is available online as the Internet becomes the world’s storefront.

• Digital coding advances have turned not just text but voice, images and video into strings of bits so an
ever increasing range of content can be distributed digitally.

• The Web has made it easy for anyone to create, discover and consume content with the result that
exabytes of new content are produced yearly.

• Moore’s-Law-driven hardware advances have made it feasible to connect everything to the Internet:
not just supercomputers and workstations but also factories, municipal infrastructure, phones, cars,
appliances, even light switches.

While IP has exceeded all expectations for facilitating ubiquitous interconnectivity, it was designed for con-
versations between communications endpoints but is overwhelmingly used for content distribution. Just as
the telephone system would be a poor vehicle for the broadcast content distribution done by TV and radio,
the Internet architecture is a poor match to its primary use today.

The ‘conversational’ nature of IP is embodied in its datagram format: IP datagrams can only name
communication endpoints (the IP destination and source addresses). As our project title suggests, we
propose to generalize the Internet architecture by removing this restriction: the names in an NDN datagram
are hierarchically structured but otherwise arbitrary identifiers. They can be used to name a chunk of data
in a conversation, as the TCP/IP transport signature plus sequence number does today, but they can also
name a chunk of data from a YouTube video directly, rather than forcing it to be embedded in a conversation
between the consuming host and youtube.com. This simple change to the hourglass model, allowing the
thin waist to use data names instead of IP addresses for data delivery, makes data rather than its containers
a first-class citizen in the Internet architecture.

This change creates an abundance of new opportunities:

• Today’s applications are typically written in terms of what information they want rather than where it
is located, then application-specific middleware is used to map between the application model and
the Internet’s. With NDN the application’s what model can be implemented directly, removing all the
middleware and its associated configuration and communication inefficiencies.

• Since conversations are ephemeral and can be about anything, the current security approach is the
one-size-fits-all model of armoring the channel between two IP addresses, which rarely meets the
end-to-end security needs of data producers and consumers. In NDN, all data is secured end-to-end
and the name provides essential context for security. E.g., NDN can tell if all the data on the web page
one is viewing was produced and signed by one’s bank; IP cannot.

• Since every chunk of data can be uniquely named, looping can be prevented using the memory
already required by the router, rather than imposing the single-path forwarding constraint that today’s
IP routing enforces. This design choice allows any node to freely use all of its connectivity to solicit
or distribute data, and removes the information asymmetries that give today’s dominant providers
disproportionate control over routes and thus over smaller, local providers.

The change also introduces significant intellectual challenges:

• IP addresses are hierarchically structured, which has allowed routing state to scale via aggregation.
For example, IP supports direct communication between more than two billion hosts with about 300K
routes in its transit core. Although the NDN namespace is bigger than IP’s, we believe that by using
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hierarchical names, much like the URLs used to name today’s web content, NDN can achieve a similar
exponential reduction in space. Also, NDN’s delivery model allows routing and forwarding to occur with
approximate state such as Bloom filters rather than IP’s exact state, potentially reducing NDN’s state
burden below that of IP.

• Decades of research have proven it possible to engineer ASICs to forward IP packets at wire rate,
even for the fastest wires. We think that much of that research plus some new techniques can be
used to achieve wire rate forwarding of NDN’s longer and variable length names.

• Our fundamental, information-theoretic framework for understanding communications is based on the
capacity of a point-to-point channel. We believe this model can be extended to describe a commu-
nication system where memory has a larger and more central role, an intellectually challenging and
novel direction.

• Communications security has always been divorced from the data it secures. Securing named data
potentially allows the security to be much more user-centric, expressed in terms of the user’s data
model and context. Finding effective, automatic and transparent mechanisms to implement and man-
age security of named data will be a new and more promising research trajectory than most IP security
research has followed for the last two decades.

We emphasize that the NDN model is compatible with today’s Internet and has a clear, simple evolution-
ary strategy. Like IP, NDN is a “universal overlay”: NDN can run over anything, including IP, and anything
can run over NDN, including IP. IP infrastructure services that have taken decades to evolve, such as DNS
naming conventions and namespace administration or inter-domain routing policies and conventions, can
be readily used by NDN. Indeed, because NDN’s hierarchically structured names are semantically compat-
ible with IP’s hierarchically structured addresses, the core IP routing protocols, BGP, IS-IS and OSPF, can
be used as-is to deploy NDN in parallel with and over IP. Thus NDN’s advantages in content distribution,
application-friendly communication and naming, robust security, mobility and broadcast can be realized
incrementally and relatively painlessly.

2 Architecture
NDN is an entirely new architecture, but one whose operations can be grounded in current practice. Its

design reflects our understanding of the strengths and limitations of the current Internet architecture.

2.1 Architectural Principles
The following architectural principles guide our design of the NDN architecture.

• The hourglass architecture is what makes the original Internet design elegant and powerful. It centers
on a universal network layer (IP) implementing the minimal functionality necessary for global inter-
connectivity. This so-called “thin waist” has been a key enabler of the Internet’s explosive growth, by
allowing lower and upper layer technologies to innovate without unnecessary constraints. NDN keeps
the same hourglass-shaped architecture.

• Security must be built into the architecture. Security in the current Internet architecture is an af-
terthought, not meeting the demands of today’s increasingly hostile environment. NDN provides a
basic security building block right at the thin waist by signing all named data.

• The end-to-end principle [75] enables development of robust applications in the face of network fail-
ures. NDN retains and expands this principle.

• Network traffic must be self-regulating. Flow-balanced data delivery is essential to stable network
operation. Since IP performs open loop data delivery, transport protocols have been amended to
provide unicast traffic balance. NDN designs flow-balance into the thin waist.

• Routing and forwarding plane separation has proven necessary for Internet development. It allows
the forwarding plane to function while the routing system continues to evolve over time. NDN sticks
to the same principle to allow the deployment of NDN with the best available forwarding technology
while we carry out new routing system research in parallel.
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• The architecture should facilitate user choice and competition where possible. Although not a relevant
factor in the original Internet design, global deployment has taught us that “architecture is not neutral.”
NDN makes a conscious effort to empower end users and enable competition [17].

2.2 The NDN Architecture
Communication in NDN is driven by the receiving end, i.e., the data consumer. To receive data, a

consumer sends out an Interest packet, which carries a name that identifies the desired data (see Figure 1).
For example, a consumer may request /parc/videos/WidgetA.mpg. A router remembers the interface from
which the request comes in, and then forwards the Interest packet by looking up the name in its Forwarding
Information Base (FIB), which is populated by a name-based routing protocol. Once the Interest reaches a
node that has the requested data, a Data packet is sent back, which carries both the name and the content
of the data, together with a signature by the producer’s key (Figure 1). This Data packet traces in reverse
the path created by the Interest packet back to the consumer. Note that neither Interest nor Data packets
carry any host or interface addresses (such as IP addresses); Interest packets are routed towards data
producers based on the names carried in the Interest packets, and Data packets are returned based on the
state information set up by the Interests at each router hop (Figure 2).1

NDN routers keep both Interests and Data for some period of time. When multiple Interests for the same
data are received from downstream, only the first Interest is sent upstream towards the data source. The
router then stores the Interest in the Pending Interest Table (PIT), where each entry contains the name of
the Interest and a set of interfaces from which the matching Interests have been received. When the Data
packet arrives, the router finds the matching PIT entry and forwards the data to all the interfaces listed in
the PIT entry. The router then removes the corresponding PIT entry, and caches the Data in the Content
Store, which is basically the router’s buffer memory subject to a cache replacement policy. Data takes the
exact same path as the Interest that solicited it, but in the reverse direction. One Data satisfies one Interest
across each hop, achieving hop-by-hop flow balance.

An NDN Data packet is meaningful independent of where it comes from or where it may be forwarded to,
thus the router can cache it to satisfy potential future requests. This enables NDN to automatically support
various functionality without extra infrastructure, including content distribution (many users requesting the
same data at different times), multicast (many users requesting the same data at the same time), mobility
(users requesting data from different locations), and delay-tolerant networking (users having intermittent
connectivity). For example, consider a consumer who is watching a streaming video in a moving vehicle.
The consumer may request some data but then move to a new local network. Though the Data will arrive at
the old location and be dropped, it is cached along the path. When the consumer retransmits the Interest,
it will likely pull the Data from a nearby cache, making the interruption minimal. Data cached close to
consumers improves packet delivery performance and reduces dependency on a particular data source
that may fail due to faults or attacks.

Below we describe each major element of the NDN architecture in detail, identifying benefits of the
design choices and presenting the challenges.

2.2.1 Names

NDN names are opaque to the network, i.e., routers do not know the meaning of a name (although they
know the boundaries between components in a name). This allows each application to choose the naming
scheme that fits its needs and allows the naming schemes to evolve independently from the network.

NDN design assumes hierarchically structured names, e.g., a video produced by PARC may have the
name /parc/videos/WidgetA.mpg, where ’/’ indicates a boundary between name components (it is not part
of the name). This hierarchical structure is useful for applications to represent relationships between pieces
of data. For example, segment 3 of version 1 of the video might be named /parc/videos/WidgetA.mpg/1/3.
The hierarchy also allows routing to scale. While it may be theoretically possible to route on flat names [13],
it is the hierarchical structure of IP addresses that enables aggregation which is essential in scaling to-
day’s routing system. Common structures necessary to allow programs to operate over NDN names can be

1NDN supports all existing applications, including those that “push” content. For example, to send an email, the client first sends
an Interest to the server to solicit server’s interest in receiving the email. If the server is interested, it will send an Interest to the client
and the client can then send Data packets to the server.
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Figure 1: Packets In the NDN Architecture.

Figure 2: Forwarding Process at an NDN Node.

achieved by conventions agreed between data producers and consumers, e.g., name conventions indicating
versioning and segmentation. Name conventions are specific to applications and opaque to networks.

Names do not need to be globally unique, although retrieving data globally requires a degree of global
uniqueness. Names intended for local communication may be heavily based on local context, and require
only local routing (or local broadcast) to find corresponding data.

To retrieve dynamically generated data, consumers must be able to deterministically construct the name
for a desired piece of data without having previously seen the name or data. Either (1) a deterministic
algorithm allows producer and consumer to arrive at the same name based on data available to both,
and/or (2) consumers can retrieve data based on partial names. For example, the consumer may request
/parc/videos/WidgetA.mpg and get back a data packet named /parc/videos/WidgetA.mpg/1/1. The
consumer can then specify later segments and request them, using a combination of information revealed
by the first data packet and the naming convention agreed upon by the consumer and producer applications.

The naming system is the most important piece in the NDN architecture and still under active research; in
particular, how to define and allocate top level names remains an open challenge. Not all naming questions
need be answered immediately, however; the opaqueness of names to the network – and dependence on
applications – means that design and development of the NDN architecture can, and indeed must, proceed
in parallel with our research into name structure, name discovery and namespace navigation in the context
of application development (Section 3.3).

2.2.2 Data-Centric Security

In NDN, security is built into data itself, rather than being a function of where, or how, it is obtained [51].
Each piece of data is signed together with its name, securely binding them. Data signatures are mandatory
– applications cannot “opt out” of security. The signature, coupled with data publisher information, enables
determination of data provenance, allowing the consumer’s trust in data to be decoupled from how (and from
where) data is obtained. It also supports fine-grained trust, allowing consumers to reason about whether a
public key owner is an acceptable publisher for a particular piece of data in a specific context.

However, to be practical, this fine-grained and data-centric security approach requires some innovation.
Historically, security based on public key cryptography has been considered inefficient, unusable and diffi-
cult to deploy. Besides efficient digital signatures, NDN needs flexible and usable mechanisms to manage
user trust. Section 3.4 describes how NDN offers a promising substrate for achieving these security goals.
Since keys can be communicated as NDN data, key distribution is simplified. Secure binding of names to
data provides a basis for a wide range of trust models, e.g., if a piece of data is a public key, a binding is
effectively a public key certificate. Finally, NDN’s end-to-end approach to security facilitates trust between
publishers and consumers. This offers publishers, consumers and applications a great deal of flexibility in
choosing or customizing their trust models.

NDN’s data-centric security can be extended to content access control and infrastructure security. Ap-
plications can control access to data via encryption and distribute (data encryption) keys as encrypted NDN
data, limiting the data security perimeter to the context of a single application. Requiring signatures on
network routing and control messages (like any other NDN data) provides much-needed routing protocol
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security. Section 3.4 describes planned research on efficient signatures, usable trust management, network
security, content protection and privacy.

2.2.3 Routing and Forwarding

NDN routes and forwards packets on names, which eliminates four problems that addresses pose in
the IP architecture: address space exhaustion, NAT traversal, mobility, and scalable address management.
There is no address exhaustion problem since the namespace is unbounded. There is no NAT traversal
problem since a host does not need to expose its address in order to offer content. Mobility, which requires
changing addresses in IP, no longer breaks communication since data names remain the same. Finally, ad-
dress assignment and management is no longer required in local networks, which is especially empowering
for sensor networks.

Routing can be done in a similar fashion to today’s IP routing. Instead of announcing IP prefixes, a NDN
router announces name prefixes that cover the data that the router is willing to serve. This announcement
is propagated through the network via a routing protocol, and every router builds its FIB based on received
routing announcements. Conventional routing protocols, such as OSPF and BGP, can be adapted to route
on name prefixes. However, an unbounded namespace raises the question of how to keep the routing table
sizes scalable to the number of data names. In Section 3.1 we describe several approaches to scalable
routing, both conventional and new.

Routers treat names as a sequence of opaque components and simply do component-wise longest
prefix match of the ContentName from a packet against the FIB. For example, /parc/videos/WidgetA.mpg
may match both /parc/videos and /parc in the FIB, and /parc/videos is the longest prefix match. An
important question is whether looking up variable-length, hierarchical names can be done at line rate. In
Section 3.2 we introduce various hardware and software techniques for fast name lookup that we plan to
explore.

NDN inherently supports multipath routing. IP routing adopts a single best path to prevent loops. In NDN,
Interests cannot loop persistently, since the name plus a random nonce can effectively identify duplicates to
discard. Data do not loop since they take the reverse path of Interests. Thus an NDN router can send out
an Interest using multiple interfaces without worrying about loops. The first Data coming back will satisfy
the Interest and be cached locally; later arriving copies will be discarded. This built-in multipath capability
elegantly supports load balancing as well as service selection. For example, a router may forward the first
few Interests out via all possible interfaces, measure the performance based on returning Data, and select
the best performing interface(s) for subsequent Interests. Section 3.2 discusses further ideas for refining
this capability, which we call Forwarding Strategy.

Routing security is greatly improved in NDN. First, signing all data, including routing messages, prevents
them from being spoofed or tampered with. Second, multipath routing mitigates prefix hijacking because
routers may detect the anomaly caused by prefix hijacking and try other paths to retrieve the data. Third,
the fact that NDN messages can talk only about data, and simply cannot be addressed to hosts makes it
difficult to send malicious packets to a particular target. To be effective, attacks against NDN must focus on
denial of service, which will be addressed in Section 3.4.3.

2.2.4 Caching

Upon receiving an Interest, an NDN router first checks the Content Store. If there is a data whose name
falls under the Interest’s name, the data will be sent back as a response. The Content Store, in its basic
form, is just the buffer memory in today’s router. Both IP routers and NDN routers buffer data packets. The
difference is that IP routers cannot reuse the data after forwarding them, while NDN routers are able to reuse
the data since they are identified by persistent names. For static files, NDN achieves almost optimal data
delivery. Even dynamic content can benefit from caching in the case of multicast (e.g., teleconferencing) or
packet retransmission after a packet loss (Section 2.2.6). Cache management and replacement is subject
to ISP policies and will be one of our research topics as described in Section 3.2.

Caching named data may raise privacy concerns. Today’s IP networks offer weak privacy protection.
One can find out what is in an IP packet by inspecting the header or payload, and who requested the data
by checking the destination address. NDN explicitly names the data, arguably making it easier for a network
monitor to see what data is being requested. One may also be able to learn what data is requested through
clever probing schemes to derive what is in the cache. However NDN removes entirely the information
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regarding who is requesting the data. Unless directly connected to the requesting host by a point-to-point
link, a router will only know that someone has requested certain data, but will not know who originated the
request. Thus the NDN architecture naturally offers privacy protection at a fundamentally different level than
the current Internet (Section 3.4.4). Section 3.4.3 also discusses defense mechanisms against attacks to
the Content Store and PIT.

2.2.5 Pending Interest Table (PIT)

The PIT contains the arrival interfaces of Interests that have been forwarded but are still waiting for
matching Data. This information is required to deliver data to their consumers. To maximize the usage of
the PIT, PIT entries need to be timed out pretty quickly, somewhere around packet round-trip time. However,
if they are timed out prematurely, Data will be dropped, and it is the consumer’s responsibility to retransmit
his/her Interests.

The PIT state at each router has several critical functions. Since it includes the set of interfaces over
which Interests have arrived, it provides natural support for multicast functionality. Second, the router can
control the rate of incoming Data packets by controlling its PIT size. Together with data caching, an NDN
network removes the dependency on transport protocols to avoid congestion collapse. Finally, PIT state
may be exploited to mitigate DDoS attacks: the number of PIT entries is an explicit indication of the router
load, an upper bound on this number sets the ceiling on the effect of a DDoS attack; PIT entry timeouts
offer relatively cheap attack detection [76]; and the arrival interface information in each PIT entry gives
information to implement a pushback scheme [49].

Many attempts have been made to install the above functions in the Internet over the last 20 years
(e.g. Capability [84]). Each of these efforts tried to install a particular piece of state into routers, but none
has succeeded on a large scale. Designing the PIT into the infrastructure can achieve all of these ends
in a systematic way and offer a far superior solution than a collection of point solutions. However, it does
potentially incur a state burden. We will study the feasibility of the PIT in both hardware and software
implementation (Section 3.2).

2.2.6 Transport

The NDN architecture does not have a separate transport layer. It moves the functions of today’s trans-
port protocols up into applications, their supporting libraries, and the strategy component in the forwarding
plane. Multiplexing and demultiplexing among application processes is done directly using names at the
NDN layer, and data integrity and reliability are directly handled by application processes where the appro-
priate reliability checking, data signing and trust decisions can be made.

An NDN network is designed to operate on top of unreliable packet delivery services, including the
highly dynamic connectivity of mobile and ubiquitous computing. To provide reliable, resilient delivery,
Interest packets that are not satisfied within some reasonable period of time must be retransmitted by the
final consumer (the application that originated the initial Interest) if it still wants the data. Such functionality
is common to many or all NDN applications, and in NDN they will be provided by common libraries. A
consumer’s forwarding strategy works at a lower level: it is responsible for retransmission on a particular
interface (since it knows the timeout for the upstream node(s) on the interface) as well as selecting which
and how many of the available communication interfaces to use for sending Interests, how many unsatisfied
Interests should be allowed, the relative priority of different Interests, etc.

NDN routers can manage traffic load through managing the PIT size (the number of pending Interests)
on a hop-by-hop basis; when a router is overloaded by incoming data traffic from any specific neighbor,
it can simply slow down or stop sending Interest packets to that neighbor. This also means that NDN
eliminates the dependency on end hosts performing congestion control.

Once congestion occurs, data retransmission is aided by caching. For example, if two congested links
exist along the path between a producer and a consumer, and a Data packet gets through the first con-
gested link but is dropped at the second congested link, then after the consumer times out and retransmits
the Interest, caching will allow the Data packet to be retransmitted over only the second congested link. In
the current Internet, the retransmission of data will happen all the way back at the producer, and the packet
has to try to pass the first congested link again. In NDN, data make steady progress towards the final des-
tination, as the cached copy is used to satisfy the original Interest as well as retransmitted Interests. Thus
NDN avoids congestion collapse that can occur in today’s Internet when bandwidth is mostly consumed by
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repeated retransmissions and effective throughput drops to minimal.

2.3 How NDN Adheres to Architectural Principles and Benefits Society
NDN realigns the architecture with application needs by adopting named data as the thin waist of the

hourglass architecture. Today’s applications have to rely on complex middleware to map from IP’s host-
based abstractions to the content that they care about. NDN greatly simplifies application development
(Section 3.3), and new applications in turn will drive further growth and success of the future Internet.

NDN signed data provides the essential building block for the trustworthiness of the future Internet.
Applications can build fine-grained, customized authentication, authorization, and trust models.

NDN adheres to the end-to-end principle. This signature of NDN data provides both integrity protection
and data origin authenticity, so that when a consumer receives the data and verifies the signature, he knows
for sure that he has received a copy of the original data published by the right producer. Thus NDN offers a
very strong notion of secure end-to-end data transmission, even though the producer and consumer do not
communicate directly.

NDN provides a strong hop-by-hop network flow balance by matching every Data to every Interest at
each link. Thus NDN networks are able to self-regulate traffic flows for both unicast and multicast traffic
without relying on transport protocols. NDN also separates routing schemes and forwarding mechanisms.

NDN facilitates choice and competition by empowering users. As shown by a network economic model
due to Laskowski and Chuang [58], monitoring delivery performance is a key requirement to achieve ISP
accountability. However in today’s global routing system, IP uses only a single path to each destination, and
that path is often asymmetric due to “hot-potato” routing. It is difficult to measure and compare performance
through different service providers simultaneously. In contrast, with NDN’s built-in multipath forwarding ca-
pability and feedback loop (i.e., sending one Interest out, receiving one Data back over the same path),
users can explore multiple paths, monitor delivery performances, and make their choices. For example,
multihoming users and small ISPs can choose to use providers with the best performance. This will encour-
age innovations and investments into the network infrastructure through competition.

NDN democratizes content distribution, which is another way NDN significantly facilitates choice and
competition. One key societal impact of the Internet is disseminating content and knowledge. Though In-
ternet is no doubt successful, the amount of content we create still dwarfs what today’s Internet is able to
disseminate. NDN’s built-in caching capability enables content producers, be they CNN or a home user,
to distribute their content at global scale efficiently without special infrastructure such as CDNs, which will
have far-reaching impacts on the society, especially for people in underdeveloped regions and in underrep-
resented groups. It will also have a positive feedback effect, encouraging people to create and produce
original content.

2.4 Comparison
An often heard question about NDN is “Isn’t NDN another overlay/CDN/search/pub-sub system?” NDN

is an overlay in the same sense that IP is an overlay on top of all the different transmission networks
deployed today. NDN only requires simple best-effort packet transport between adjacent NDN nodes; it can
run on top of any layer-2 technology or above.

Today’s content distribution networks (CDNs) are essentially a massive overlay infrastructure, deploying
a large number of machines to cache and serve contracted data. The service is expensive, and specific to
only contracted applications specially modified to use it. Different CDNs are isolated from each other, and
each one’s performance is limited by its own server coverage. Nonetheless the widespread CDN services
deployed by large content producers highlight the increasing need for efficient content distribution. NDN
overcomes CDN’s limitations and democratizes content distribution.

NDN itself is not a search engine. Rather, users may get application/data names from a combination of
memory, guessing, family and friends in social circles, and search engines, and then use NDN to retrieve
the corresponding data from the network. Furthermore, if one may consider the routing announcements
from data producers as “publish” acts and Interest packets as user “subscribe” requests, then NDN builds a
scalable and efficient server-less publish/subscribe system. In contrast to existing publish/subscribe system
designs, which utilize special rendezvous servers, all NDN routers cache both Interests (in the PIT) and Data
packets (in the Content Store), thus no redundant Interest is sent upstream over the same paths, and no
redundant Data is sent downstream.
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3 Research Agenda
The NDN design introduced in the previous section represents a novel architectural blueprint with both

unique opportunities and many challenges. Even a team as large as ours cannot hope to fully address all of
these in one project, as is to be expected for a significant architectural change. We therefore must prioritize
the topics most critical for realizing and testing the NDN design. We must develop both scalable routing
solutions and fast forwarding engines that can handle NDN traffic at wire speed to show that NDN is
deployable at a global scale. We must develop applications that run on top of NDN both to drive devel-
opment of the design and to verify NDN feasibility and usefulness in supporting existing applications and
facilitating new generations of applications. We must demonstrate how the security foundations in NDN
can be effectively and efficiently used to secure applications, protect privacy, and defend the infrastruc-
ture itself. The new communication model of NDN, which contains not only transmission but also storage,
requires a new fundamental theory of communication. In all of these areas, we must investigate new evalu-
ation methodologies to gauge the correctness and effectiveness of the NDN design. Given its fundamental
departure from today’s IP Internet, finding the right measurements is a daunting research challenge on its
own. Each of these topics is part of our research agenda and described further in the remainder of this
section, along with a short summary of implementation and deployment plans including instrumentation to
support network traffic management.

Prior to NDN and the NSF FIA (Future Internet Architecture) program, nine of us have been conducting
research funded by the NSF FIND (Future Internet Design) program. These projects include (a) Patrick
Crowley: An Architecture for a Diversified Internet; (b) Dmitri Krioukov, KC Claffy: Greedy Routing on
Hidden Metric Spaces as a Foundation of Scalable Routing Architectures without Topology Updates; (c)
Jeff Burke, Deborah Estrin: Network Innovations for Personal, Social, and Urban Sensing Applications; and
(d) Daniel Massey, Lan Wang, Beichuan Zhang, Lixia Zhang: Enabling Future Internet innovations through
Transit wire (eFIT). These prior research findings can be directly applied to the routing, forwarding and
application design in NDN.

3.1 Routing
We propose to tackle two major challenges in routing: (a) bounding the amount of routing state while al-

lowing an unbounded name space; and (b) supporting intelligent forwarding of Interests over multiple paths.
By design, one of NDN’s most elegant features is at the heart of most routing protocols: an information-
oriented guided-diffusion flooding model that functions in the pre-topology phase of networking where peer
identities and locations are unknown. By transforming all communications to use names, NDN provides a
robust information security model that also applies to the routing infrastructure itself (Section 3.4). NDN’s
separation of the forwarding and routing planes allows us to deploy and test other parts of the architecture
as soon as possible using extensions of existing routing protocols, while the routing research team can
spend most of the project duration to learn from actual deployment and investigate more scalable solutions
to support large-scale deployment.

3.1.1 Initial Deployment: Extending Existing Routing Prot ocols

For the initial roll-out of NDN, we propose to extend the implementations of the OSPF (intra-domain)
and BGP (inter-domain) routing protocols to support name prefixes and multipath forwarding of Interests.
Immediate implementation will allow us to study two issues in multipath routing that will inform our sub-
sequent research strategy: preventing multi-path forwarding of Interest packets from inducing loops and
determining the optimal number and diversity of paths to maximize the probability and performance of data
delivery while minimizing computation, latency, and overhead.

3.1.2 Long-Term Deployment: Achieving Routing Scalabilit y

We plan two long-term routing research directions: one using provider-assigned names, which are
amenable to aggregation, and a more scalable approach that exploits the small-world property that is pre-
dicted in a large-scale deployment (see Section 3.7).

Approach 1: ISP-based Aggregation This approach has two basic components: (a) hierarchical provider-
assigned names to facilitate aggregation; and (b) a mapping service to map user-selected names to
provider-assigned names. This reduces the FIB size to be proportional to the number of ISPs rather than
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users, similar to the separation of core and edge prefixes we previously proposed for IP routing scalabil-
ity [59, 52]. We will also investigate whether it is feasible to employ local FIB aggregation techniques such
as those we developed to scale IP forwarding tables [86].

Conceptually, provider-assigned names are similar to provider-assigned IP addresses, but unbounded
in size. For example, a user at AT&T may be assigned the name /att/location/user. These names can
be aggregated to /att/location and ultimately to /att. Alternatively, users may choose names that are
easier to remember, e.g., /aliceblog, and use a mapping service to map the name, or name prefix, to a
provider-assigned name, e.g., /att/atlanta/alice/blog. For Bob to read Alice’s blog, Bob’s computer
will use the mapping service to retrieve the provider-assigned name (or names) for /aliceblog.

Two architectural features of NDN profoundly reduce the incentive for network traffic engineers to de-
aggregate or otherwise inject longer name prefixes than necessary into the global routing system. NDN’s
native multipath forwarding capability provides natural support for multihoming, and its inherently symmetric
routing – data is only sent back traversing the Interest path – allows routers to monitor “path” performance
by maintaining per-interface throughput statistics, and adapt forwarding path (interface) selection strategy
accordingly. Furthermore NDN naturally secures routing updates. These two factors remove the incentive
of IP prefix de-aggregation to support traffic engineering or to reduce the chance of being hijacked.

We will investigate how to design the mapping service from user-selected names to provider-assigned
names. One option is to design a new system from scratch. Another option is to augment the existing
DNS system with a new NDN record containing the mapping information, possibly including a new top-level
domain .ndn to hold mappings for user-selected names e.g., aliceblog would map to aliceblog.ndn.

Approach 2: Exploiting the Name Space and Network Structure to Scale Routing Ultimately we want
to route directly on application names without resolving them to provider-assigned names. The NDN archi-
tecture is sufficiently flexible to allow us to explore the most ambitious routing research idea to emerge from
NSF’s FIND program: greedy routing based on underlying metric spaces. Assuming routers can be as-
signed coordinates in a name-based metric space, they can compute the name-space distances between
their directly connected neighbors and the destination name in the Interest packet. In standard greedy
routing, each intermediate router then forwards the Interest packet to its neighbor router closest to the
destination name. The key to the scalability of this approach is the hierarchical, or tree-like, name space
structure. Even an approximately tree-like structure can be mapped to an underlying hyperbolic metric
space [39], which we have recently shown supports theoretically optimal routing performance character-
istics when greedy routing is used [56, 55, 72]. Unfortunately, standard greedy routing does not always
succeed in reaching the destination [9], sometimes getting stuck at local minima, i.e., routers having no
neighbors closer to the destination than themselves. We propose to overcome this problem by augmenting
standard greedy routing with elements of random walks, and evaluate the cost to path length. Specifically,
intermediate routers can forward Interests not only to the neighbor closest to the destination, but to any
neighbor with higher probability of being closer to the destination. This approach is conceptually similar to
emerging “social overlay” routing in a variety of networks [21, 62, 48, 63, 14, 64] where the destination of
information propagation is a specific individual or content. Forwarding decisions rely on social distances
to the destination, while network connectivity is provided by the highly dynamic “underlay network.” In our
case, the underlay network is the NDN router network, and the hierarchical name space serves as a type
of social overlay.

Open research questions include: (1) how routers can compute the name-space coordinates using only
local information in their FIBs, PITs, and/or Content Stores, and potentially the name-space coordinates of
their neighbors; (2) how routers can optimize their performance with probabilistic random walk behavior;
(3) determining specific properties that the structure of the name space and router topology must have to
ensure efficiency; and (4) what mechanisms might induce these properties.

3.2 Forwarding
Due to its fundamental focus on named data, NDN implies a substantial re-engineering of forwarding

plane devices to provide fast name lookup, intelligent forwarding strategy, and effective caching policies.
Our design must meet the following three requirements.

1. Variable-length, hierarchical names. In NDN, all lookup operations reply upon finding the longest
matching prefix for a given name, which differs from IP’s longest prefix match in two substantial ways.
First, NDN names are explicitly hierarchical, consisting of a series of delimited components (i.e., length-
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annotated bit-strings), while IP addresses can match a prefix at any bit position. Second, IP addresses are
fixed length, while NDN name lengths are variable, with no externally imposed upper bound. While methods
for high-speed IP longest prefix match can be applied to NDN names, we will pursue other directions that
show greater promise.

2. Fast updates to prefix table. Logically, the NDN forwarding path contains three tables: the FIB,
the PIT, and the Content Store. In memory these tables can be organized as a single structure, with table
entries recording their type in a mixed structure. This prefix table must support fast inserts, deletes and
modifications, after the routing protocols recompute the FIB and Interest/Data packets arrive.

3. Very high capacity. Suppose a system is provisioned with packet buffers 2KB in size with 2 GB of
total buffer space; this means Content Store capacity for 1 million distinct packet names. If an NDN name
were 200 bytes in length, then storing the names alone would require a further 200 MB. There may be
as many PIT entries, requiring (bandwidthXRTT ) worth of Interests. FIB entries are likely fewer. In this
example, an NDN forwarding device would require perhaps 10s of gigabytes of main memory, and would
need to support a prefix table several gigabytes in size.

Based on past enthusiasm for improving IP data plane mechanisms, e.g., longest prefix match and
packet classification, we optimistically hope these engineering challenges will be met enthusiastically and
successfully by the scientists and engineers charged with building the NDN forwarding plane. Below we
present our research agenda in each area.

3.2.1 Fast Name Lookup

Current-generation TCAMs may effectively support the matching function of name lookup in a Hybrid
TCAM Solution. Distribution of NDN prefix lengths may be approximately bi-modal: relatively short names,
say, of 10 or fewer components, that correspond to globally routable FIB prefixes, and longer components
that refer specifically to names of Data packets. A 640-bit wide TCAM could store the relatively short FIB
entries in their entirety, but not the relatively long PIT and Content Store entries. Suppose, however, that
the first 640 bits of the full name would yield a result that both indicated that this was a partial match, and
some unique identifier (such as a 16-bit hash of the first 640 bits) that could be used as the initial prefix for
a subsequent lookup starting with the 641st bit of the full name. With each partially-matched key yielding
a unique identifier for use as a prefix in a subsequent lookup, sets of full length names that only differ in
their suffix bits would, through multiple TCAM lookups, eventually be uniquely identified. For perspective,
consider that 10 sequential lookups performed in this manner, which used 640 name bits in the first lookup
and 640-16=626 in the 9 subsequent lookups would uniquely identify names 6880 bits in length (or 1420
octets). Key insertion would also take multiple operations, but fortunately would be entirely deterministic and
only require simple pre-processing of the name and its length to determine: A) how many partial keys must
be inserted, and B) the value of the unique identifier (i.e., hash value) to use as the prefix in all insertions
but the first.

Other design alternatives may lead to dramatically higher levels of performance. Since each component
in an NDN name is known, NDN names can be encoded in nested hash tables. A hash is computed over
the first component, and the result is a pointer to the next hash table, which is keyed with the hash of
the second component, and so on. In the simplest incarnation, if a name consists of k components, then
in the absence of collisions, k hash lookups would be required in the worst case to identify the longest
matching prefix. (Since methods for provisioning hash tables to reduce collisions are well understood,
in this discussion we assume for simplicity that hash accesses will require one memory access.) While
dependence on k is much better than dependence on the number of bits in the name (as would be the case
with a trie-based implementation), it is still far from a constant time lookup.

To see how we might move closer to a constant-time solution, consider that the nested hash lookups
must occur sequentially. If you know a given name only matched prefixes of component lengths 3 and 11,
then with a properly populated single hash table, you could perform lookups only with keys of component
lengths 3 and 11. It is possible to design a prefix lookup implementation with an on-chip oracle that indicates
which prefix lengths should be checked. Bloom filters are compact filters that determine set-membership in
constant time. It is possible to maintain a Bloom filter for each prefix length, and when a prefix consisting
of k components is inserted into the prefix table, it would also be programmed into the kth Bloom filter. The
filter subsystem could be organized to check all of the length-specific on-chip filters concurrently. The 1st

filter uses the first component as its key, the 2nd uses the first and second components together as its key,
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and so on. The result of the filtering stage is the set of prefix lengths, and hence name prefixes, that should
be looked up in the off-chip prefix hash table. Since the objective is to find the longest matching prefix, only
the largest prefix needs to be sought off-chip. Hence, only a single off-chip hash table lookup would be
needed, resulting in a constant time longest-prefix match.

Two facts impinge on this ideal outcome. First, Bloom filters are correct but probabilistic, meaning that
there is a chance for false positives in which a filter falsely indicates that a prefix match exists for a given
length. So, more than one lookup may be necessary on occasion. (They will never miss one however, so
this will not exhibit false negatives.) The odds of experiencing a false positive depend on occupancy of
the hash table, which in turn depends on the number of keys inserted and the overall capacity. It is well
understood how to provision Bloom filters for a given probability of false positives but since the length of
NDN names is unbounded, there is no upper bound on the number of Bloom filters that may be needed
(one for each prefix size). This basic scheme has already been evaluated in the context of IP lookup for
IPv4 and IPv6 [23], demonstrating that modern, cost-effective ASICs have resources sufficient to maintain
between 32 and 100 concurrent on-chip Bloom filters. We plan to explore the effectiveness of this Bloom-
filter accelerated longest prefix match approach to achieve constant time operation on very large tables. We
will build on our recent research on designing segmented hash tables [57], which included careful design
and analysis of high-level concerns such as collision resolution policy all the way down to low-level Bloom
filter circuit optimization strategies.

3.2.2 Forwarding Strategy

Forwarding strategy is a key component in NDN nodes that makes them more powerful than their IP
counterparts. Instead of relying solely on routing to calculate a single best path for each destination, the
forwarding strategy layer in a NDN node (either a router or an end node) can dynamically select multiple
interfaces from the FIB to forward each Interest packet. This real-time decision enables nodes to fully utilize
their rich connectivity, and to defend against route hijacking attacks – if no data returns over a particular
interface for a particular name, that interface may not lead to a valid path for that name. In addition,
the strategy layer provides traffic control by adjusting the number of unsatisfied Interests allowed. At an
end node, the strategy component decides when to retransmit an unsatisfied Interest, and through which
interface, providing support for multihomed hosts.

The simplest strategy is to send an Interest on each of the interfaces in a FIB entry in sequence – if there
is no response to the Interest, then try the next interface. We can also send Interests on all the interfaces at
once and see which interfaces receive the data first – these interfaces will be used for a period of time and
their performance monitored. If their performance level degrades below a certain level, another experiment
can be performed. Open research issues include (1) selecting performance metrics to rank interfaces, e.g.
delay or throughput; and (2) avoiding instability (frequent oscillation of paths) while maintaining good data
delivery performance. A more flexible design is for each FIB entry to contain a program specialized to
make Interest forwarding decisions. The instructions for this machine should include a small subset of the
normal load/store, arithmetic, and comparison operators that can be used to invoke actions when significant
events occur. We will first experiment with the simpler strategies to understand their performance and then
investigate the feasibility of the programmable strategy.

3.2.3 Caching Policy and Storage Management

NDN routers use packet buffers that already exist in IP routers as caches; a cache hit means reduction in
bandwidth usage. With a reasonable caching policy, we expect NDN networks to perform better than IP for
static data, and no worse than IP for dynamic data, in reducing both bandwidth demand and original server
load. We discuss how we will address four caching issues. First, we will investigate cache replacement
policies for NDN routers. While prior work on this subject suggested that a least-recently-used (LRU) or
least-frequently-used (LFU) policy would be desirable, we hypothesize that a far simpler random replace-
ment policy would perform nearly as well. We plan to study this issue both analytically and experimentally.
We will base any more advanced schemes on a rich set of literature on caching [80]. Second, we can
avoid storing stale data by letting publishers assign a TTL with each piece of data, a proven approach used
by the DNS. Third, to prevent cache pollution attacks, the routers need to verify data signatures. We
plan to investigate fast verification schemes that can significantly reduce the chance of a successful attack
without necessarily detecting all bad signatures (Section 3.4). Fourth, DDoS attacks against caches are
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much more difficult in NDN than in IP since an attacker cannot simply flood useless data without preceding
Interests. We discuss DDoS attacks in more depth in Section 3.4.

3.3 Driver Applications
Our application research agenda aims to (1) drive architecture development based on a broad vision

for future applications; (2) drive and test the prototype implementations of the architecture; (3) demon-
strate performance and functional advantages of NDN in key areas; and (4) show how NDN’s embedding
of application names in the routing system promotes efficient authoring of sophisticated distributed appli-
cations, reducing complexity and thus opportunities for error, as well as time and expense of design and
deployment. Burke has argued since 2002 that named data networking would transform authoring of hy-
brid physical and digital environments [12]. We plan to develop and deploy four prototype applications of
increasing societal interest: a web browser protocol handler, a media streaming application, instrumenta-
tion to support a heterogeneous, media-rich cyber-physical system; and a participatory sensing application
that can leverage commodity mobile phone platforms to enable global, personally-regulated sensing and
information distillation.

3.3.1 Mainstream or “traditional” applications

We plan to use actual application traffic across the NDN testbed to drive the experimentation and eval-
uation of the core NDN design and implementation early on. First, we plan to implement a protocol handler
for a standard web browser (e.g., Firefox), so that the browser can use NDN for transport. This will give
us the first experience of running applications use the communication functions provided by NDN, as well
as providing NDN traffic to exercise the forwarding machinery and observe both the performance of the
forwarding strategy and the impact of caching. Second, we will leverage PARC’s recent experience imple-
menting Voice-Over-CCN to create a bi-directional secure high definition (HD) video and audio streaming
service that uses named data packets, leverages content caching to provide multicast as well as point-to-
point media distribution, offers multiple quality levels through the use of different name suffixes, and sup-
ports key management and time synchronization. The implementation of these services on top of NDN will
help us gain further experience in utilizing the communication functions provided by NDN. Once ready, they
can be used for our research coordination across different campuses and also drive the security research
by providing an opportunity to study application-specific trust models. This synchronized, authenticated me-
dia multicast service will also form a key part of our more advanced media-rich instrumented environments
described below.

3.3.2 Media-rich instrumented environments

Many future Internet applications will expand the vision of ubiquitous computing [81] to high definition
content and interactivity, integrating sensing and control, distributed processing, and user interfaces, at
scales and complexity far beyond today’s applications. Educational, creative, and simulation environments
should be enabled by the future Internet to easily, efficiently, and securely incorporate components crossing
all of our emerging cyber-physical infrastructure. (Consider even the most trivial example of how difficult it
is to have an authorized slide presentation on a guest laptop dim a room’s lights in an IP networked environ-
ment, and how simple it could be in NDN with local naming, broadcast communication, and signed data.)
Although the subsystems already exist and even have IP connectivity, applications have been severely lim-
ited in their ability to coherently and securely incorporate them. We expect such subsystems to become
more prevalent in the future, motivated by concerns about issues such as energy management and physical
intrusion detection. For example, future buildings are likely to be constructed with digitally-controlled, ad-
dressable lighting and environmental systems, access control systems with a variety of presence, flow, and
identity sensing, touch-activated networked displays and projection, paging or sound systems, and video
recording or broadcasting capabilities. Practical public deployment of applications on such heterogeneous,
experiential cyber-physical systems has been limited by the host- and connection-based approach of the
current Internet architecture, with its finite addressing schemes and security management difficulties, that
impose major authoring challenges requiring substantial development resources. NDN’s intrinsic support
for naming data, broadcast, caching, and fine-grained authentication provide obvious advantages to future
content-centric application developers.

We will create NDN interfaces for representative, IP-enabled SCADA, sensing, and multimedia subsys-
tems, and connect them to the testbed NDN network to explore security, performance, and addressing
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features enabled by the architecture. Exploration of this area expands on UCLA’s experience in building
interactive spaces of the kinds found in museums, theme parks, live performances, and physical simula-
tion spaces. We will use these components to implement simulation, education, or creative experiences
in collaboration with UCLA’s theater and engineering schools, which have incorporated sensor research
into film sets, performances, and architectural projects. We imagine work on this application will also help
prioritize directions for NDN architecture research: (1) application library support for name prefix publishing;
the effective use of multiple namespaces, and other naming challenges; (2) the mDNS-style discovery of
names by embedded devices; (3) support for distributed, synchronized state management that leverages
the properties of NDN; and (4) effective key management and distribution for control packet authentication.

3.3.3 Participatory sensing

A growing ecosystem of human-centric sensing applications that use personal and community-scale
participatory data collection have been fueled by the proliferation of sensing devices accessible to large
consumer populations, starting with the billions of deployed mobile phones and now expanding into active
RFIDs, smart residential wireless power meters, in-vehicle GPS devices, sensor-enhanced entertainment
platforms (e.g., Wii-fit), and activity monitoring sportsware (e.g., the Nike+iPod system). These applica-
tions are reaching mature market penetration, offering unprecedented opportunities for data collection and
sharing, and reflect the impedance mismatch between the exponentially growing ability of technology to
generate new data, and the fixed human capacity to absorb it. An ecosystem of new applications is arising
whose main purpose is to distill such data into actionable information [12]. Data collected for such appli-
cations includes GPS trajectories to monitor traffic patterns [31], pollution traces to assess environmental
impact [32], vehicular fuel-efficiency measurements to find green routes [30], and health data. Deployment
of participatory sensing applications on IP networks is challenged by the need to (1) publish and subscribe
to information in the presence of mobility, (2) locate and extract information from diverse data, and (3) sat-
isfy heterogeneous requirements for data privacy, fidelity, legitimacy, and security. NDN removes the above
hurdles from application development by enabling communications on names and secure data directly.

The named-data paradigm also facilitates application-level performance optimization. In a network
whose main function is information distillation, the value of information becomes an important optimiza-
tion metric. For example, in an application where both images and vehicular GPS traces are used to
estimate traffic speed, if sufficient GPS data exists then the pictorial data may not be cost-effective. By
controlling interests in logical data names in a named-data network, information distillation applications can
automatically reinforce or discourage collection of the right types of data, or support multiple levels of fi-
delity via network coding across different name prefixes, such that the network is optimized for the value of
information.

We will build a secure data ecosystem for participatory sensing, composed of mobile data source and
user devices, secure data storage, and privacy-preserving data processing and sharing services. An anchor
data type will be individual mobility patterns (time-location “traces”) around which to organize and correlate
other collected personal data. We will extend the host-centric “personal data vault” concept developed at
UCLA and USC to create a geographically distributed personal data cloud (PDC) that protects an individ-
ual’s data, bound by contractual or statutory legal protections against unauthorized use, similar to banks,
telecom conversations, or privileged communications. Note that the deployment of these new applications
will have mobility support embedded in. The basic operation of NDN, i.e.a consumer expresses interest for
communication and data flows back following the state set up by the Interest packet, can be directly used to
provide mobility support for moving receivers. For moving senders, on the other hand, the mobile’s Interest
packet will inform the receiving end to send Interest towards the mobile to retrieve the data.

Creating the PDC will require the implementation of a distributed database on NDN, providing a widely
applicable test case that leverages the architecture’s features and supports content distribution systems im-
plemented for the media-sensing application. The PDC will also inform NDN requirements for data discov-
ery, caching, and diverse models for trusted communication among mobile users, PDCs, and applications,
including: (1) disruption tolerant upload from sensors to the data store; (2) internal communication between
nodes of the PDC; (3) filtered data sharing with authorized third-party applications providing personal ser-
vices to the individual; (4) filtered, often anonymous data sharing to aggregators.
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3.4 Security and Privacy
A fundamental security primitive is embedded in the “thin waist” of NDN: the name in each NDN packet is

bound to packet content with a signature. This basic feature provides data integrity and origin authentication,
as well as machinery to support trust and provenance by mapping between the packet signer and its source
(e.g., an individual or an organization). Named and signed content also forms a more solid foundation for
building secure applications (Section 3.3), but poses two major scaling challenges: cost-effective fine-
grained signature operations, and functional and usable trust management infrastructure. Our primary
security research approach is to design and implement practical and general-purpose security mechanisms
to support particular applications and routing components created in the project (Sections 3.3, 3.1), and to
evaluate and improve these mechanisms based on testbed experimentation. We recognize that NDN is
not a security panacea and does not offer solutions for all network security challenges. NDN provides
fundamentally new and powerful mechanisms for validating content and determining its provenance, but
malicious or unwanted content such as spam can (e.g., due to malware) originate at a legitimate content
source and bear a legitimate signature.

3.4.1 Efficiency of Signatures

The need to sign and verify every packet suggests an ominous need for efficiency in signature genera-
tion, transmission, verification, and possibly storage. Fortunately, recent research suggests that per-packet
RSA signatures for real-time data (e.g. voice) are practical on commodity end-user platforms today [50].
Furthermore, NDN does not expect or require signatures to be verified by core routers.

We plan to develop computation- and bandwidth-efficient signature schemes for NDN. We will apply
work in fast signature schemes (e.g.[68]), techniques that allow semi-trusted proxies to sign on behalf of
weak devices [25, 26, 24], as well as methods for aggregate signature generation and verification (from
simple and efficient Merkle Hash Trees (MHTs) [60] to recent cryptographic research using bilinear maps
over elliptic curves [10, 66] and related batch verification schemes e.g. [1, 45]). We will also investigate
techniques for spreading signature meta-data over multiple packets. Some of these schemes have not yet
seen practical deployment, but variants of them are promising for NDN. Verification cost will likely be the
most important factor among signature-related challenges, since a signature is generated once but may be
verified many times.

3.4.2 Usable Trust Management

Signature verification of NDN content merely indicates that it was signed with a particular key. Making
this information useful to applications requires managing trust – allowing content consumers to determine
acceptable signature keys in a given context. NDN provides an excellent platform for deploying both ac-
cepted and new trust management models. Keys can be treated as named NDN data and signed NDN
data items effectively function as certificates. NDN can express secure links between pieces of content,
allowing certification of not only keys, but of content itself. This provides a rich substrate where many pieces
of linked “evidence” can support consumer trust in a particular piece of content. For example, a consumer
might verify the front page of the New York Times because it is signed with a well-known certified key. She
can then verify individual articles because the front page links securely to them. One advantage of NDN is
that it does not require a “one size fits all” trust model: trust is end-to-end, between producer and consumer.
Different consumers and different content may require varying levels of assurance. However, to make NDN
accessible and deployable, it must come “out of the box” with a set of usable trust mechanisms applicable
to a wide range of applications.

Prior research in trust management for large-scale deployment of public key cryptography has resulted in
two main approaches: hierarchical Public Key Infrastructure (PKI) [19], and peer-level PGP web of trust [87],
both with significant usability problems [43, 83]. Recent research shows that these approaches can be
made more user-friendly [44, 7] and constructs new ways for automatically developing trust in keys through
observation and experience [42, 70, 82]. One model of particular relevance to NDN is SDSI/SPKI [74, 29, 3],
which maps a small-world model of trust onto a notion of local “namespaces” for naming keys, which in turn
can map directly into the NDN notion of content namespaces. We will experiment with such models and
evaluate them in the context of the applications and routing work.

We also plan to design solutions for revocation , the problem of deciding when a key (or credential) can
no longer be trusted, which is particularly acute in NDN due to caching. Faced with signed content that may
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have been cached for a while, we need to determine whether the corresponding key (1) has been revoked,
and (2) was valid at the time of signing. Although current revocation approaches (CRLs, OCSP [65]) can
be used with NDN, they will likely be even less effective than in more traditional contexts.

3.4.3 Network Security and Defense

Any future Internet architecture must offer improved protection and resilience over today’s network,
which is subject to pervasive and persistent attacks. NDN network security is based on the establishment
of a trustworthy routing mesh, relying on signed routing messages and an appropriate trust model unlike
today’s Internet. NDN packets address content instead of end-points, making it difficult to target a particular
host, and the fact that NDN nodes forward data only in response to an incoming interest makes it impossible
to flood unsolicited data through an NDN network.

The research challenges for NDN network security are 1) designing a trust model to defend against
attacks on the routing mesh while supporting common providers’ practices and policies, and 2) designing
defenses against new types of attacks. We will design trust models appropriate to each of our routing
research approaches (Section 3.1), and implement and evaluate them in prototype routing components
and experimental deployments. We will address Interest Flooding Attacks (mirroring traditional denial of
service (DoS) attacks) which send large numbers of new and distinct interests that cannot be aggregated
or satisfied from caches, and Content Pollution Attacks which introduce malicious content purporting to
match legitimate requests. For Interest Flooding Attacks, we plan to conduct experiments with routers that
throttle the number of unsatisfied interests they will hold for a given target domain. For Content Pollution
Attacks, the consumer should always use signature verification to reject malicious content, but we also
plan to evaluate the burden of ingress filtering and egress filtering in (non-core) routers to protect against
simulated attacks. We recognize other possible attacks, such as “hiding” content from legitimate requesters
and abusing cryptographic operations to mount DoS attacks, which we hope to enable other researchers to
investigate.

3.4.4 Content Protection and Privacy

Integrity, provenance and trustworthiness of content are necessary but not sufficient; content publishers
want fine-grained access restrictions on sensitive or valuable content, and consumers want to maintain their
privacy by not exposing information about content they retrieve. Since NDN consumers are likely to obtain
desired content from caches rather than the original publisher, the latter cannot rely on entities (hosting
caches) to enforce its access control policies. Therefore, NDN adopts the familiar content-based approach
to access control, obtained primarily via content encryption. Encryption is end-to-end and largely opaque to
the network layer, handled by applications or libraries. Most schemes for protecting content by encryption
(e.g. broadcast encryption [34, 53, 67, 11] and encryption-based access control schemes [4, 8, 6]) can be
adapted to NDN by choosing appropriate naming schemes and data representations for keys. We plan to
select and implement appropriate schemes for specific applications (Section 3.3), prioritizing efficiency and
compatible support for revocation. We will also examine content firewalls, whose atomic unit of protection
is content referenced by name, and which provide another method of user-friendly perimeter control for
restricted content.

Although an NDN interest refers to a potentially human-readable name, NDN implicitly offers better end-
to-end privacy, since it only tracks what data is being requested, and not who is requesting it (Section 2.2.5).
However, NDN poses three important privacy challenges: (1) Cache privacy , because as with current
web proxies, network neighbors may learn about each others’ content accesses using timing information
to identify cache hits; (2) Name privacy , since the more meaningful NDN content names are, the more
sensitive they may be; and (3) Signature privacy , because the identity of a content signer and its revocation
status may leak sensitive information about individuals and organizations. Various methods of addressing
these challenges, e.g., VPN-like tunnels for Name Privacy, offer different trade-offs between privacy and
cacheability.

We can only scratch the surface of the privacy models possible in the NDN architecture, but to explore
the limits of attainable privacy, we will design and implement NDN analogs to Tor [27] and/or Mixnets [16] to
maximize data path diversity and cache dispersal. We also plan to explore practical applications of group
signature schemes, [15] where any member of a group can sign on behalf of the group, and anyone can
verify a group signature, but the identity of the signer remains private and no connection can be made
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between multiple group signatures.

3.5 Fundamental theory for NDN
Information theory [77] provided the architectural basis for both the digital telephone network and the IP

data network. However, classical information theory is connection-based, limiting its utility even for IP, much
less for an name-based architecture such as NDN. In a connection-based setting with a fixed number of
source-destination pairs, the multi-dimensional generalization of classical point-to-point Shannon capacity
is the network capacity region, consisting of all the source-destination communication rates achievable
using any feasible coding scheme [20]. The corresponding coding problem is to find low-complexity error
correcting codes which allow for reliable communication at the rates given by the capacity region. To realize
the true potential of the NDN paradigm, we need a new fundamental theory of networked communication,
which poses some key challenges.

In classical information theory, information streams sent over different source-destination pairs are usu-
ally assumed to be independent. In NDN, interest packets for a popular network application, and the data
traffic generated in response, are likely to be highly statistically dependent, suggesting a natural role for
multicast. For multicast with a single source, optimal network coding can minimize both the bandwidth and
computational complexity required to send a fixed number of packets [47]. But NDN networks will typically
have multiple data streams of interest to different sets of receivers, so we need to develop optimal coding
theory and practice for multiple-source multicast. The critical role of caching data in NDN also raises the
importance of optimal asynchronous or delay-tolerant multicast. A theory for NDN must capture the essen-
tial tradeoff between wires and storage in optimizing communication performance, so that for a given set
of link capacities and buffer sizes, we can analyze combinations of transmission and caching strategy to
optimize network performance. Two additional issues not prominent in classical theory are the time value
of information (information cached too long may be useless once reaching receivers) and the central role of
mobility in assessing the tradeoff between storage and transmission [40].

In developing appropriate performance measures for NDN, we must let go of the concept of source-
destination transmission rate, and focus on the more meaningful destination reception rate. To discount for
redundant content, we could use a metric such as total consumed entropy rate in bits per second, i.e., the
total rate of statistically independent information arriving at destinations requesting content. This definition
accounts for transmission of information over time, and appropriately corrects for redundant content, but
does not capture the impact of storage and mobility on transmission of information across space. In cases
where spatial transmission is important, we could measure NDN capacity in bit-meters (one bit of informa-
tion transported 1 meter toward a destination) per second [41], which would also account for redundant
information requested at far-away destinations.

Once we have an appropriate performance metric, the fundamental questions are the same as in clas-
sical information theory: for a given set of link capacities, buffer sizes, and data generation, what are the
achievable capacity regions and complexity costs for feasible joint routing, scheduling, coding, and buffer
management schemes? PARC’s CCN has provided one possible achievable scheme corresponding to a
subset of the capacity region. Eventually we need new schemes that will allow us to explore the entire re-
gion. We will first characterize the macroscopic scaling laws governing NDN network capacity, in a manner
similar to [41], which will convey a useful starting picture for analyzing the scalability of NDN. We will then
incorporate latency, storage, and fairness issues that prevent all points in the network capacity region from
being equally desirable, and will likely reveal optimal policies that differ significantly from those established
in classical network theory literature.

3.6 Implementation and Deployment
We will prototype the architecture in software, running protocols as an overlay on existing packet trans-

mission networks as discussed in Section 2. There will be four distinct categories of software: 1) appli-
cations (Section 3.3), 2) application libraries that support common functions across many applications, 3)
generic infrastructure components that implement routing, forwarding, and persistent data packet storage
on general purpose computing and mobile phone platforms, and 4) programmable router software. Appli-
cation and routing software may have special hardware requirements, such as those to perform forwarding
described in Section 3.2. Our software prototype will reveal new issues in the initial NDN design and provide
practical feedback to guide the evolution of the NDN architecture throughout and beyond the initial project.
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Evaluation Key Metrics Method
Routing and
Data Delivery

FIB size, PIT size and lifetime, routing & Interest message overhead, suc-
cessful path probability and length distribution, delay in finding data, optimal
number and diversity of paths,

T, S, A

Hardware FIB update delay, packet processing delay (including lookup delay) T
Caching cache size, hit ratio as a function of content type T, S
Flow Control interface throughput, link utilization T, S
Application
support

ease of creating applications (e.g. closeness of mapping between applica-
tion needs and network support [37]), application-level data throughput

T

Privacy privacy preservation capability of TORNADO (NDN version of TOR) T
Data security speed of generating and verifying signatures T
DDoS percentage of requested data delivered to legitimate users T, S
Capacity and
Traffic

total amount of information transported by the network in space and time
(i.e. consumed entropy rate), traffic patterns compared with IP

T, A

Table 1: Evaluation Metrics and Methods (T - testbed measurement, S - simulation, A - theoretical analysis)

We will release all NDN software as open source and contribute to the development of an an active
open source community. We will use and extend the early version that PARC has already released under
GPL2, and/or release complementary, interoperating software separately, e.g., to showcase particular ap-
plications. Some of the instrumentation we release to support performance evaluation (Section 3.7) will
also support operations research on scalable management and monitoring of NDN networks, e.g., peering
policy configuration management and traffic engineering.

Initially, islands of NDN nodes will be few and sparsely distributed, with some locally dense and highly
communicative NDN islands. We plan to develop a Rendezvous Point solution to self-discovery for NDN
nodes, and interconnect islands by tunneling over the non-NDN cloud. If NDN applications gain wide recep-
tion, ISP deployment of NDN routers will improve performance for themselves as well as their customers,
providing a natural incentive for infrastructure growth. Based on our study of the long history of failed ar-
chitectural innovation in the Internet, we will carefully consider how to minimize the cost and effort involved
in transition. Critically, NDN will run fine over existing IP infrastructure, so ISP’s can evolve their network
slowly by adding individual NDN routers alongside IP gear without disruption. Our initial set of compelling
experimental applications will illustrate the advantages of NDN over IP for increasingly desirable uses of the
network, providing additional deployment incentives.

3.7 Evaluation and Assessment
To evaluate the NDN architecture, we will use quantitative and qualitative metrics that reflect its ability

to support existing and new applications, as well as the performance, scalability, and robustness of NDN
networks. Our evaluation methods will include measurements (including user surveys) of NDN-connected
testbeds using our implementation (Section 3.6), simulations, and theoretical analysis to identify problems
in the design and evaluate performance at different scales. Table 1 summarizes the key metrics and eval-
uation methods for each project area. In addition to the overlay testbed network composed of NDN nodes
(Section 3.6), we will investigate the use of Open Network Lab (ONL) [69] and the GENI-resident Super-
charged PlanetLab Platform (SPP) [79, 36] as testbeds. Our simulations will use the best available data on
Internet behavior, using traffic data from the DHS PREDICT project, AS-level topology derived from Route-
Views data [78] and annotated router-level topology data from CAIDA. Theoretical analysis will allow us to
cross-validate against experimental results, e.g., regarding topology structure and network capacity.

Since comprehensive evaluation of the NDN architecture may require wider-scale deployment than we
can accomplish in this initial project, our implementation plans include instrumentation that facilitates macro-
scopic performance evaluation, including software support for measurement of metrics in the first five lines
of Table 1. Instrumenting NDN to support and leverage collection of data about faults while respecting

2PARC’s project on the NDN direction is called CCN, hence the PARC open source package is dubbed CCNx.
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legitimate privacy concerns will provide incentives to gather and share measurements.
To evaluate the privacy preservation capability supported by NDN, we plan to implement an NDN version

of TOR [28], which we call TORNADO. Using the published known vulnerabilities of TOR [71], we will
emulate the same attacks on TORNADO. For broader security evaluation, we will build on our experience
with penetration testing games [18] to host “red team” competitions where groups not involved in NDN
design attempt attacks against participating NDN testbeds. We will emulate and evaluate the impact of
different types of Denial of Service attacks using both simulations and testbeds.

4 Education
Architectural thinking is a type of computational thinking that encompasses system principles, invariants,

and design trade-offs. As networked computing systems such as the Internet grow rapidly in complexity
along with our dependence on them, the ability to rigorously understand the fundamentals of network com-
munication architectures becomes only more important. We desire to use the NDN prototype to help teach
students how to assess the systemic impacts of design choices, training a future generation of engineers
how to make design choices more likely to strengthen a networked system rather than weaken it.

We plan to develop materials to teach architectural thinking integrated with NDN-enabled research: (1)
comparative study of the Internet and NDN designs, (2) development and evaluation of NDN applications,
and (3) graduate research. Through our applications, we seek to serve and inspire interdisciplinary collab-
oration across scientific, medical, educational, and cultural research communities.

We will use the NDN design as new curriculum material to encourage students to view networking in
new ways. Today instructors strive to teach architectural concepts, but unfortunately students often focus on
mechanics, e.g., what fields are in an IP header, rather than why those fields are in the IP header. We plan
to create and distribute an introductory lecture suitable for inclusion in standard undergraduate networking
courses, which compares NDN to the traditional IP architecture, and encourages students to challenge
established networking models from architectural viewpoints. By presenting a real alternative, with a signif-
icant and growing deployed infrastructure base amenable to evaluation, we can challenge students to think
deeply about network design questions. Students will be exposed to NDN architectural concepts in the con-
text of real software challenges, and use APIs to the core NDN layer to build software that explores these
concepts. Implementing projects under both IP and NDN paradigms will inform theoretical and practical
discussion of networking concepts. Running the NDN variants on our testbeds should lead to unexpected
network behavior that challenges testbed operators as well as the students! Supplementing the courses
will be a multi-campus lecture series named “the Science of Routing” (started in our previous NSF FIND
project).

One way to teach architectural thinking is to examine the history, to compare different design choices at
the time, to see what design decisions led to what kinds of consequences, both expected and unforeseen,
and to revisit those decisions given what we have learned since. In addition to teaching architectural think-
ing from history and emerging NDN architecture, we plan to record exchanges and discussions from the
NDN design and development efforts, capturing the process of creating a new architecture to enable such
research and teaching in the future.

5 Related Work
One can trace back most of the basic ideas and approaches in the NDN architecture to various previous

design and experimentation efforts over the past 20 years and earlier. These earlier efforts include the IP
multicast routing design [22], the receiver-controlled reservation protocol RSVP [85], the Scalable Reliable
Multicast design [35], the Adaptive Web Caching project [61], the design of Directed Diffusion [46], and the
TRIAD project that also aimed to route content by names [38].

In recent years, there have been many efforts in the direction of data-centric network architectural de-
signs, and a rich literature has been developed. This work includes notably the Data-Oriented Network Ar-
chitecture [54], and the Publish-Subscribe-Internet-Routing-Paradigm (PSIRP) [73]. The 4WARD project [2]
is also developing a data-centric architecture but focuses on higher level issues of information modeling and
abstraction; it currently uses DONA-style names for data and provides a publish/subscribe style API. There
are also various design efforts towards securing the Internet architecture (e.g.Accountable Internet Protocol
(AIP) [5]), and enhancing the architecture to support Disruption Tolerant Networking [33].
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6 Summary
The Internet has been a huge success, but the world has changed dramatically since it was created. The

Internet architecture is no longer a good match to its primary use, so how do we design a new architecture
that addresses today’s problems and will take us into the future with even greater success than the past?
Our answer is conceptually simple: generalize the Internet architecture by replacing the focus on where –
endpoint addresses of hosts – with what – identifiers of the content that users and applications care about.
In this report, we have proposed a new Internet architecture called “Named Data Networking” (NDN) based
on this simple change.

We have sketched an initial blueprint of this new NDN architecture, and identified a core set of re-
search problems that must be investigated in order to develop and validate it. These intellectual challenges
include scalability of routing on names, fast forwarding based on variable-length hierarchical names (in-
cluding per-packet state updates needed for multipath forwarding and caching), efficiency of signatures for
finely-granular signing and verification, usable trust models for data-centric security, network security and
defense, content protection and privacy, and fundamental communication theory that incorporates memory
as an explicit part of the communication model.

In order to develop NDN from this initial blueprint into a proven and deployed architecture, we must
grow a community to research and experiment with this new architecture at scale. We offer this report
to the research community as a statement of the NDN architectural direction and research agenda, and
invite others to join the effort to advance a named-data approach to some of the Internet’s most pressing
problems in security, scalability, sustainability, and stewardship.
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