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INTRODUCTION

Routing is the glue that converts a collection of
wires and switches into a network. Thanks to
decades of experience, routing protocols such as
Open Shortest Path First (OSPF) and Interme-
diate System to Intermediate System (IS-IS) are
highly efficient, scalable, and robust. But this
efficiency is derived, in part, from constraints on
the network. In particular, both OSPF and IS-IS
assume that the network adjacency graph (which
nodes have direct links between them) is rela-
tively static even though links go up and down
dynamically. In other words, link availability can
change rapidly, but not link existence. This
model works well for desktop PCs talking to
servers over wires but not for our increasingly
wireless mobile world. There is ongoing research
on adapting routing to function when adjacen-
cies change rapidly, but to date these adapta-
tions have significant efficiency and scalability
issues [4].

Information-centric networking (ICN) offers
new ways to solve these issues:

•In host-centric networking, applications
specify where their communication terminates
(the destination host); thus, the only role for

routing is to determine how to get there. With
ICN, applications specify only what information
they want, leaving both where and how to the
routing/forwarding subsystem. As described
below, this extra degree of freedom can be used
to increase both the energy and bandwidth effi-
ciency of the system. 

•Host-centric routing is responsible for creat-
ing loop-free paths between each pair of nodes.
The time required for all involved nodes to
reach agreement on which paths to use is called
the convergence time. As mobile networks scale
up, the rate of topological change can become
greater than the convergence time, making data
delivery impossible. The CCN ICN architecture
slightly changes the semantics of router buffer
memory so that it functions as a short-term
cache. This small change has many profound
effects, one of which is to prevent forwarding
loops, making routing behave as if it converged
instantaneously [1, sec. 4.1].

•Host-centric transport is conversational and
point-to-point. To find if some piece of informa-
tion is available in the local environment, it is
necessary to first discover the local hosts and
then query each of them for the desired informa-
tion. Since ICN architectures do not presume a
destination, they can efficiently use inherently
broadcast media such as wireless. Thus, asking all
hosts in radio range for a piece of information
has the same cost in energy and time as asking
one, and there is no need for a “discovery” phase.

We have recently developed Custodian-Based
Information Sharing (CBIS), which allows sim-
ple, secure, and distributed information sharing
between a user’s devices, family, and friends.
Unlike the cloud-based sharing models in use
today, which require both always-on Internet
connectivity and substantial centralized server
capacity, CBIS is designed to function with any
available connectivity, local or global, permanent
or transient, and to keep a user’s information
under complete control of the user. It uses CCN
for its communication layer, together with a
novel routing architecture specifically designed
to take advantage of the ICN affordances men-
tioned above. In the next section we describe
CBIS and its routing model, followed by mea-
surement studies comparing our prototype
implementation’s delivery efficiency and routing
scalability to that of conventional approaches.
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CBIS is built on top of the open source CCN
implementation available at www.ccnx.org. This
implementation provides application program-
ming interfaces (APIs) to create, manage, and
securely access content. Content Objects are
retrieved by sending Interest packets containing a
name prefix identifying the desired content.
Interest packets are routed similar to the way IP
packets are routed toward their destination: a
longest-match lookup is done in the router’s for-
warding information base (FIB). If the router
recently retrieved the content and still has it in
its buffer memory, the FIB lookup resolves to a
pointer to that content, which can then be imme-
diately returned. Otherwise, the Interest is
remembered and forwarded on to one or more
of the interfaces listed in the FIB entry. Received
Content Objects are matched to outstanding
Interests and sent back out onto the link over
which the Interest arrived.

CBIS DESIGN
Thanks to an exponential decrease in the cost of
storage, modern mobile phones and tablets hold
tens of thousands of content items, and typical
family media centers and backup servers hold
millions. At these scales, people cannot manage
individual items of information. Hierarchical,
ontological naming structures have been success-
fully used for information management since the
1980s. They are easy to comprehend, simplifying
the information production process, and easy to
navigate, simplifying the discovery/foraging pro-
cess. Hierarchies also make it easy to specify
policies that should be applied to collections of
information, allowing a user to delegate the
detailed management work to machines. For
example, John Smith might want all the pictures
taken with his phone or camera to automatically
go to the family media server and for all his cal-
endar items to be on his phone, laptop, and the
family backup server. These policies could be
specified as:

/JohnSmith/photos -> SmithFamily_Media,
JohnSmith_phone, JohnSmith_camera
/JohnSmith/calendar -> JohnSmith_phone,
JohnSmith_laptop, SmithFamily_backups

The first item on each line specifies a collec-
tion of information: the set of items all of whose
names start with the given prefix. For example, if
a picture taken on John’s phone were named
/JohnSmith/photos/phone/img0123.jpg it
would automatically become a member of this
collection (item naming need not be done explic-
itly since the phone has sufficient context to syn-
thesize all the components of the name).1

Most ICN architectures allow information to
be obtained from anywhere there is a valid copy
[see survey articles in this special issue]. Social
sharing results in copies of each item of informa-
tion on many different devices. If, say, every
device advertised each piece of information it
held, control traffic would scale as the number
of information items times the number of
devices. To avoid this explosion of control traf-
fic, CBIS distinguishes custodians, entities that
have an explicit relationship with some collec-

tion of data, from those who happen to have a
copy of it. In the example policy specification,
items after the “->” name custodians. For exam-
ple, SmithFamily_Media is the name of the
Smith family’s media center. 

The custodian name identifies an entity that
may have the desired information but says noth-
ing about how to communicate with it. Each cus-
todian publishes an Endpoint Table listing all the
communication endpoints that can currently be
used to reach it. Since CCN works over a large
variety of media, endpoint information is quite
general. It can be a globally routable IP address,
an Ethernet, WiFi or Bluetooth MAC address, a
DNS, DynDNS or ZeroConf mDNS name, a
local-use address with disambiguator such as a
gateway or AP MAC address, the target identifi-
er needed to make a SIP call and set up a DTLS
tunnel, etc.

These two collections of information, the Pre-
fix-to-Custodian table (PCT) and the Custodian-
to-Endpoint table (CET), are the routing
information exchanged by CBIS. Since prefix-to-
custodian bindings are independent of each
other, each custodian publishes a PCT item for
each prefix it is responsible for. Each item is a
single, versioned, Content Object signed by the
custodian’s key (attesting that it agrees to host
the content associated with the prefix). Since a
custodian’s endpoints are typically not indepen-
dent (e.g., when a mobile moves, its old IP end-
point goes away and a new one takes its place),
the complete endpoint list is published as one
Content Object and a new version of the object
is published whenever one or more endpoints
change. 

The routing model explicitly includes the cus-
todian entity as an intermediary between the
prefix and communication endpoints, even
though the CCN FIB entries constructed by
CBIS from the routing information map directly
from the prefix to a set of endpoints (Fig. 1).
There are two reasons for doing this. First, the
prefix-to-custodian bindings are relatively long
lived but custodian endpoints are not, particular-
ly for mobiles. If the routing data were published
in a form closer to the FIB representation, all
the prefix bindings would have to be republished
each time an endpoint changed. Internet routing
has long had problems with the traffic churn
caused by this kind of representation. For exam-
ple, the Border Gateway Protocol (BGP) pro-
vides no way to identify the set of prefixes that
transit a particular next-hop router other than
enumeration. Thus, the loss of a single next-hop
can cause BGP to issue tens of thousands of
withdraws for the prefixes that were going
through it followed by tens of thousands of
announcements to associate those prefixes with
their new next hop [7, p. 26].

The more important reason is that the dif-
ferent custodians of an information collection
are not interchangeable. In the second example
above, John’s calendar items could be obtained
from his phone, his laptop, or the family back-
up server. But the phone and laptop both oper-
ate on batteries, and their usability suffers if
they drain those batteries servicing information
requests. Thus, CBIS custodian announcements
contain a priority field that helps an informa-

1 These names are for
illustration purposes.
Clearly “JohnSmith” is
not unique and thus a
poor choice for an infor-
mation prefix. Most of the
top-level identifiers in
CBIS are the fingerprint
of an entity’s public key,
and user-friendly names
like “John Smith” are
attached to that identifier
via metadata conventions.
CBIS naming details were
primarily driven by
authentication, privacy,
and trust issues that are
outside the scope of an
article on routing. Some
information is given in
[5], and we plan to write
a future article on this
topic.
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tion consumer pick which custodian(s) should
be queried. High priority is typically given to a
server with continuous power and connectivity,
lower priority to powered non-servers such as a
desktop, on down to the lowest priority, which
is given to mobiles that will only accept requests
from a server-level custodian for a prefix they
have in common. For example, when John
Smith tweets the name of a picture he just took
on his phone, the default custodian priorities
cause Interests for the picture to go to the
Smith family media center. If the media center
does not already have a copy of the picture, it
may ask the phone for it .  This policy both
offloads work from the phone (it only has to
service one request for the picture no matter
how popular it becomes) and causes the media
server to back up the new content at the earli-
est possible time.

Like custodians, endpoints are also not inter-
changeable. A mobile might be unwilling to
receive anything but infrequent high-priority
notifications on its cell interface but happy to
accept anything on its WiFi interface. This kind
of policy is easily implemented with a priority
similar to the custodian priority. But even if the
mobile has a functioning WiFi connection, fire-
walls or network address translation (NAT)
boxes may make it only useful to communicate
with other hosts on the same access point (AP).
This kind of restriction requires that the infor-
mation consumer use its current communica-
tion context to ignore unreachable custodian
endpoints. For example, WiFi endpoints are
ignored unless the consumer has a WiFi con-
nection with the same SSID and AP medium
access control (MAC) address, and Bluetooth
addresses are ignored unless they have been
detected in proximity. Given the ubiquity of
NAT and firewalls, the only custodians that can
be reached easily are those on the same net or
those with globally reachable IP addresses
(which are expected to be rare for the CBIS
target user community). Anything else requires
setting up a tunnel to punch through the fire-

walls at both ends. Unfortunately, this opera-
tion is expensive since it requires the assistance
of external infrastructure like STUN and
TURN servers. Because of this, CBIS always
prioritizes currently active endpoints to reach a
custodian, even if the static priority of that cus-
todian or endpoint is low. Only if there are no
endpoints active or the active endpoints fail to
retrieve the content will alternatives be tried.
The custodians are tried in priority order, and
all feasible endpoints of that custodian are tried
in endpoint priority order until one succeeds or
none are left.

Custodian priorities offload the burden of
mobile information production but do not bene-
fit information consumers. To improve consumer
efficiency, local servers such as a home gateway
can announce that they will serve requests for
information they are not custodians of (typically
for “/,” the root prefix which matches everything,
but they could announce a more restricted set of
prefixes). This announcement, combined with
the opportunistic endpoint usage described
above, will cause the local server to be queried
first. If it does not already have the information,
its normal CBIS routing forwards the Interest to
the correct custodian. This essentially turns the
local gateway into a proxy cache for external
content. This offloads traffic from the remote
custodian, improves latency and bandwidth if
multiple local clients want the same information,
and reduces mobile power consumption since
the mobile can consume data from the local
gateway based on the mobile’s most efficient
sleep/wake schedule. Studies reported in [2]
demonstrated that this can result in a 4x power
reduction compared to conventional network
transport.

A similar idea can be used to implement the
broadcast transfer mentioned in the introduc-
tion. CBIS can (optionally) send low-rate probe
packets on broadcast-capable interfaces to learn
if there are any other devices on that interface
that might source or sink information which may
be of interest. If so, 224.0.23.170 (the IANA-
assigned multicast address for CCN) will be reg-
istered on the interface and added to the FIB
entry of each interesting prefix discovered.

CBIS helps to illustrate that both the nature
of routing and the division of labor between
the routing (control) plane and forwarding
(data) plane are fundamentally different with
CCN. In IP, routing does almost everything
and forwarding almost nothing: Routing is
responsible for picking the single “best” next
hop to some destination. This decision is nor-
mally based on a shortest path computation
using statically assigned link weights. Since IP
is a unidirectional datagram protocol, the for-
warding plane has no idea if the downstream
hop is actually functioning. Thus, the burden of
determining which adjacent nodes are feasible
(have not failed) is left to the routing protocol,
which does it by exchanging periodic hello
messages with its peers. Since reroute (repair)
time is dominated by failure detection time,
these messages need to be frequent, which
results in both the high level of control traffic
and heavy weight peerings that characterize IP
routing. 

Figure 1. Relationship of CBIS to CCN forwarding.
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CCN forwarding is bidirectional—the for-
warding plane is guaranteed to see both packet
types: questions (Interests) and their answers
(Content Objects). Thus, it knows not only which
downstream peers are functioning but how well
they are functioning (e.g., which ones return
answers the quickest or most reliably). Since the
forwarding plane, as part of its normal function-
ing, does both fine grain fault detection and rel-
ative peer performance evaluation, routing
should do neither of these. This means that
CCN routing needs no notion of ‘peer’ (in the IP
sense) and has none of the associated control
traffic. It also means that the relationship
between routing and forwarding is more bal-
anced: routing provides choices and forwarding
chooses. 

Figure 2 shows a CBIS use case illustrating
the routing described above. It starts with John
running into his father on the train and sharing
a new baby picture via Bluetooth. This works
because John’s phone is one custodian of his
photos, and its Bluetooth MAC address is listed
as one of its active communication endpoints.
When the photo browser app on John’s father’s
phone looks for new photos from John, normal
Bluetooth proximity detection tells it  that
John’s phone is nearby, so it establishes a Blue-
tooth transport channel, and then uses Interests
to browse for and retrieve John’s new picture.
When he gets off the train, John’s father has no
Internet connectivity and thus sends the name
of the photo (encoded as a “cbis://” URL) as an
SMS to his wife. When she taps the URL, her
tablet sends an Interest for the picture to the
Parent’s House media center, which is advertis-
ing a route to “/” (it is willing to retrieve any
content) on the local WiFi network, and the
tablet is connected to that network. The Par-
ent’s House media center does not have active
connections with any of John’s photo custodi-
ans, so it starts with the highest-priority custo-
dian, the Smith Family media center. The
highest-priority endpoint, the Smith Family
house WiFi, is not accessible at the Parent’s
House, so the next-highest-priority endpoint, a
SIP contact address for setting up a DTLS tun-
nel, is tried and succeeds. The Smith Family
media center then gets the Interest for John’s
new picture, but since John has not been home
since he took the picture, it does not have it
yet. So it looks for the highest-priority custodi-
an for John’s photos that it is allowed to con-
tact and tries John’s phone. The phone is
outside the house and is not advertising an end-
point on the local WiFi, and the media center
cannot talk to its Bluetooth address, so the last
choice, a SIP call/DTLS tunnel to the phone’s
third generation (3G) IP address, is tried. Since
the credentials of the SIP call identify the caller
as the Smith Family media center, the only
entity John has allowed to call his phone for
data, the tunnel is set up, the Smith Family
media center retrieves the new picture, keeps a
copy (since it is a custodian of that name
space), and sends it via the DTLS tunnel to
Parent’s media center (which caches a copy
since other devices in the house often request
newly arriving content) which then sends it to
John’s Mother’s tablet.

CBIS ROUTING DATA EXCHANGE

In Internet routing, peers identify each other via
Hello message exchanges, compare databases to
ensure they each have the same view of the net-
work, then go to a steady-state mode where they
send keep-alives to each other, listen for state
change packets, and flood new ones they receive.
As long as the topology is stable (no new nodes
or links), the traffic during this phase is propor-
tional to the rate of link state changes, which is
the minimum possible for this problem. The high
overhead portions of peer-based routing are ini-
tial database synchronization and keep-alives.
The previous section pointed out that CCN’s
forwarding plane makes the second unnecessary,
so one wonders about the first. Since the goal of
a routing protocol is to ensure that all routers
have the same view of the network (the same set
of routing data), CBIS takes the information-
centric approach that this should not be done
indirectly by comparing notes with peers but
directly in terms of the collection of routing
data. It does this by means of a novel transport
protocol we call Sync.

Sync was inspired by problems like having a
user’s calendar or contacts data automatically be
the same on all their devices. Solutions to these
problems generally have three common ele-
ments:
• There is a name for the collection (e.g.,

/JohnSmith/calendar).
• The collection is monotone (item x is delet-

ed by publishing a new item saying “x is
gone” rather than by creating a new collec-
tion without x; this makes it possible to dis-
tinguish a collection that never contained x
from one where x was deliberately
removed).

• When parties holding the same collection
communicate, their goal is to each end up
with the union of their collections (in com-
puter science, this is the well-known set rec-
onciliation problem). CCN data is named

Figure 2. CBIS use case.
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and persistent, so the first two elements are
almost automatic. The third element has
two parts:
–The parties detecting that they hold differ-
ent instantiations of the same collection
–Reconciling the differences

Sync solves part 1 by having nodes announce an
Interest containing the name of the collection
concatenated with a checksum of all the items in
that node’s collection. Part 2 is solved by having
the semantics of this Interest be that any node
whose collection has a different checksum should
initiate a “set reconciliation” by replying with a
Content Object containing the initial data for a
fast, bandwidth efficient reconciliation algorithm
such as the one described in [3]. These algo-
rithms have communication and computational
complexity proportional to the difference of the
two sets. 

Thus, Sync traffic for the collection
“/local/CBISrouting” is proportional to the state
differences, just as is best-case steady-state peer-
routing, but Sync communication involves only
information about sets of routing data and noth-
ing about the peers holding those sets. Thus,
Content sent in response to the initial Interest
updates the routing data for all nodes with the
same data as the node that sent the Interest.
Since neither the Interest nor the associated
Content are peer-specific, they can be sent to
anyone at any time and can synchronize routing
(via data muling) even in networks such as DTNs
where there is never a connected path between
some pairs of nodes. For CBIS this means that
the routing reconciliation need only be run
opportunistically (i.e., when a node connects or
is connected to for some other reason), so there
is no “background” control traffic as in peer-
based routing or mobile ad hoc networks
(MANETs). Even though most of the nodes do
not talk most of the time, the information prop-
agates virally to all members of the transitive
closure of the node contact graph, and they will
be synchronized as quickly as physically possible.

While CBIS Sync-based routing gets rid of

almost all the overhead associated with conven-
tional mobile routing approaches, a scaling prob-
lem remains. Internet routing has scaled up to
planetary size because IP prefixes have been
assigned in a way that allows hierarchical aggre-
gation — even though there are four billion
addresses in use, the default-free transit core can
connect them all with routes for only 250,000
prefixes. Since CBIS routing entries ultimately
tie to cryptographic identities for individuals, it
is not possible to impose an IP-like hierarchical
structure. However, to have well founded priva-
cy, identity, and trust, CBIS requires that entities
who want to share information first participate
in a lightweight “enrollment” procedure that
results in each certifying information about the
other. This enrollment information is part of the
CBIS routing collection and essentially defines a
“social graph” containing all the peers with
which some entity is capable of sharing data.
Since the purpose of CBIS routing is data shar-
ing, this graph defines exactly the set of useful
routing information. The routing name space
was designed such that each peer group (social
graph) forms a subtree of the CBIS route data.
Sync was designed to work on any subtree of the
collection name space, not just the root; thus,
reconciling differences consists of computing the
intersection of the two sets of peer groups, then
syncing the subtrees in the intersection. This
technique guarantees that any node’s routing
information is bounded by its enrollments. Since
the enrollments represent the social sharing net-
work of the entity, and for humans many studies
have found that such networks contain at most
100–300 entities (Dunbar’s Number [6]), the
CBIS routing state burden is modest.

MEASURED DATA SHARING
PERFORMANCE

We have implemented CBIS and run it on Linux
machines and Android phones. A number of test
and demonstration programs have been written
using it. Figure 3 shows a test comparing a CBIS
photo-sharing application to the equivalent
implemented using a conventional client-server
model. We used three Ethernet-connected Linux
desktops to emulate the custodians/gateways of
three distinct households, each with its own
WiFi. The number of mobiles in each “house”
was varied between 1 and 7 Samsung Galaxy-S
phones for a total of up to 21 mobiles. One
phone acted as the content source, sending a
4MB photo. The other phones all simultaneously
requested that content. We plot the number of
phones per house vs. the average time it took
the phones to download the content. To mini-
mize the differences between the two tests, the
“baseline” case uses CCN transport but not
CBIS — all data comes from the phone sourcing
the picture. Each test was run twice. Each result
is the average over all the phones involved in the
experiment in both runs of the experiment
(phones_per_house × houses × runs). The varia-
tion between runs was negligible.2 It is clear that
by 5 phones/house (15 total), the source is com-
pletely saturated and the download time increas-
es linearly with each added phone. In the CBIS

Figure 3. Average file download times.
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2 The anomalous data
point at three phones per
house (nine phones total)
is due to the wireless AP
used to simulate “house
2.” It gave consistently
lower throughput (higher
transfer times) than the
other two, but scaled the
same way as them (and so
did not effect the trend
line) except at this one
point. The different
behavior was not noticed
in time to be investigated.
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case, the phones request the content from their
local gateway, which then requests it from the
phone sourcing the picture. At the time this test
was run, the CBIS custodian priorities were not
implemented so the three gateways went straight
to the phone rather than all going to the source
phone’s gateway, which would then pull only one
copy from the phone. Even with incompletely
implemented routing, the source never saturated
and latency decreased monotonically as late
starters found that earlier starters had essentially
caused their gateway to prefetch the content.

PEER-BASED ROUTING VS.
CBIS SYNC-BASED ROUTING

Figure 4 shows the results of an experiment
where six phones are incrementally enrolled in a
household, one roughly every five minutes. We
plot the observed traffic captured by a wireshark
packet trace. The red line shows the total bits
sent (Interests plus Content Objects) vs. time for
a routing protocol similar to normal Internet
peer routing – each phone discovers every other
phone and enumerates all its control state.
Almost all the traffic is Interest packets that
each node sends to each of its peers to probe
whether that peer’s state has changed. With n
phones, each probing n – 1 peers, the traffic
scales as O(n2). The black line shows the total
bits sent for CBIS sync-based routing. The line
makes a step up at each new enrollment, reflect-
ing the control data from the new phone, but
rapidly flattens (a horizontal line indicates no
data on the wire) as the control data at all the
nodes gets in sync. Thanks to viral propagation,
each node syncs with a small, fixed number of
other nodes, so the total traffic scales at worst
linearly with the number of nodes, and the per-
node traffic is small and constant.

CONCLUSION
Since information-centric networks interface
with applications in terms of what information is
wanted, where and how to obtain it become new
degrees of freedom for the networking subsys-
tem. CBIS is one example of how exercising this
freedom can produce new routing protocols that
perform better than the best possible with
today’s Internet routing. At the application and
user level, it becomes possible to have a network
that tolerates high levels of mobility by seamless-
ly managing multiple ways of communicating,
each with context dependent, intermittent or
partial connectivity. At the implementation level,
the better division of labor between routing and
forwarding allows for routing protocols that have
much lower overhead yet detect problems faster
and converge instantly. Transport innovations
like Sync replace heavy weight, high-overhead
peering establishment with light weight set rec-

onciliation, allowing routing to function effi-
ciently over mobile-friendly broadcast media
and/or opportunistic viral propagation. Viewing
transport as Sync also allows special structure in
the routing information, such as the CBIS social
graph, to easily be used to dramatically improve
the scaling and communications overhead.
Although not discussed in this article, while
working on CBIS we also observed that an ICN
approach was equally successful when applied to
problems in security and application information
transport. We have found that ICN is a new,
exciting, and effective way to deal with today’s
communication problems.
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Figure 4. Routing traffic scaling as number of nodes increases.

Time (minutes)
0

0
To

ta
l d

at
a 

(M
bi

ts
)

20

40

60

80

5 10 15 20 25 30

Full-mesh peer routing
CBIS sync-based routing

MAHADEVAN LAYOUT_Layout 1  6/21/12  3:10 PM  Page 43



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket true
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage false
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Cadmus MediaWorks settings for Acrobat Distiller 8)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


