A Brief History of a Future Internet:
the Named Data Networking
Architecture
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OUTLINE OF TALK

Motivation

Evolution of networking communications
archrtecture(s) for last 100 years

IP architecture matches its use less and less

“New'’ (/-year old) research project

» design a global Internet architecture

* using what we have learned about the Internet
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EVOLUTION O

Telephone Network:
Focus: bullding the wires

INTEREST

- COMMUNICATIONS

Internet Protocol (REC/ZANREEENES
deliver packets to destination node

NDN: Focusing on retrieving data from the “cloud”

Learn from how the network is used today
Superset of node-to-node communication model



WHY RETHINK? IS THE NET BROKEN?

Hugely successful, but core protocols are decades old.
(And )

Stimulate innovation by addressing pain points:

Improve trust and security. e (and make 1t fe
backward-compatible!

think IP over leased lines,

" Not 6tz e

Reduce complexity (and cost).

Enhance “fit” with applications.



FIRST PACKET OVER THE
ARPANET SENT FROM UCLA

In the Press About Publications History Twitter Students

The Day the Infant Internet Uttered its First Words

Below is a record of the first message ever sent over the ARPANET. It took place at 22:30 hours on
October 29, 1969, This record s an excerpt from the “IMP Log™ that was kept at UCLA. Professor Kleinrock
was supervising his student/programmer Charley Kline (CSK) and they set up a message transmission to
go from the UCLA SDS Sigma 7 Host computer to another programmer, Bill Duvall, at the SRI SDS 940
Host computer. The transmission itself was simply to "login® to SRI from UCLA. They succeeded in
transmitting the "I" and the "0" and then the system crashed! Hence, the first message on the Internet
was "lo", as in "lo and behold! They were able to do the full login about an hour later.

Professor Leonard Kleinrock, Department of Computer Science - http://www.lk.cs.ucla.edu/internet_first_ words.html



40 YEARS LATER

Susan Boyle - Singer - Britains Got Talent 2009
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(Cost->pressure for consolidation)




‘edgy” data: loT

every electrical device
N your home/person..

Twine : Listen to your world, talk to the Internet

Soerecrarce




P STACK IN TH

- WILD

“A typical real packet (simplified)” - Pamela Zave, ATT Research, 2012

Cloud Services

HTTP

TCP

IP + IPSec

GTP

“.middleware

transport

network:
these extra

layers provide
privacy,
security, QoS,
billing,
customized
routing, efc.




INTERNET OF THINGS "STACKS™

—

* CoAP

* UDP

* 6LOWPAN

‘ * [EEE 802.15.4e

) Y N
: Web Services/EXI | SNMP, IPfix,]  IEC 61968 CIM —
§ DNS,NTP," | ANSIC12.19/C12.22 | IEC 61850 | IEC 60870 | DNP | jaec | MODBUS
y HTTPSICoAP | SSH,... DLMS COSEM |
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g Routing - RPL (RFC6550) IPv6 / IPv4 Addressing, Multicast, QoS, Security
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802.1x / EAP-TLS based Access Control Solution

v

6LoWPAN (RFC 6282) IETF RFC 2464 IETF RFC 5072 | IETF RFC 5121
IEEE 802.15.4 802.15.4e MAC enhancements <
T2 Agedcasim
! MAC lincluding EHiSTCEC P1901.2 MAC ecr g2 11 || IEEE 8023 | 56,36 01e | 'EEE 802.16
IEEE 802.15.4 | IEEE 802.15.4g | IEEE P1901.2 WiFi Etheet Cellular Willax
2AGHz DSSS | (rsx Dsss, oFom) PHY S

ZigBee SE 2.0

6lowpan adaptation

802.15.4 MAC

e

802.15.4 PHY

Diverse Object and Data Models (HTML, XML, ..., BacNet, ...)

Application (Telnet, FTP, SMTP, SNMP, HTTP)

Transport (UDP/IP, TCP/IP)

Network (IP)

802.15.4
2




e MDD

(CLOUD, CDN, ACCESS PROVIDERS)

CLOUDFLARE

*communication requires connectivity to

centra

ized Infrastructure

*hostile to ad hoc, DTN, P2F intermittency

*50%+

of population has no Infrastructure

»other issues: energy consumption, privagy, .
vulnerabllity, delay, etc.

O CloudOYE



WHAIT ARE OUR OPTIONS?

Confinue status g

uo (i.e. incremental patches to TCP/IP)

Number and scale of problems escalate

Number of patches grows accordingly

Ever-increasing complexity breeds problems, impedes

iINnNnovation

Consider a new architecture, based on lessons learned

New communica

on model: data distribution

New security moc

el: secure data not channel

As a result: new application development model



ERC [ EC TURAL MISMATGES

Endpoints Stuff

Explicit; Storage and wires

Invisible, Limited .
equivalent

Secure the process Secure the stuff

( What would an architecture that supports
end-to-end communication
as a special case of distribution look like? )



NEW COMMUNICATION MODEL

Network ships

Network ships bits it knows are are needed.

focal point of the architecture.

In-network storage = bandwidth In serving

content

Multicast delivery: move f

ﬁ
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NEW SECURITY MODEL

Move security from container/channel to tself.

(Sensitive content are encrypted, can be stored in
untrusted storage & delivered over unsecured channel.)

Hierarchical name provides context for trust management

Ultimate end-to-end security: between

data producer and consumer (not of channels)



NEW APPLICATION DEV MODEL

Focus on managing your data
Security model built in from beginning

Developers select (or create) security model for trust
management (key & confidentiality management)

NDN Is developing security tools and conventional
models from pilot applications

No longer worry about network details

e.g., which server to use, which servers are overloaded.



TCP/IPVS NDN STACK

mail web phone TV...

SMTP HTTP RTP...

TCP UDP...

ethernet PPP..:

CSMA async sonet...

copper fiber radio...

mail web phone TV...

File Stream ltem ...

Security

Content
Chunks

Strategy

TCP P2P Brdcast...

copper fiber radio ...



A GENERALIZATION OF [P

mail web phone TV... Nnames

endpoints
(IP address)

mail web phone TV...

SMTP HTTP RTP... File Stream ltem ...

TCP UDP... Security

names /

anything! Strategy

TCP P2P Brdcast...

CSMA async sonet...

copper fiber radio... copper fiber radio ...




DN | WO PACKET Y.
Interest —7

—> 3
/youtube/video/343 Found in S
~
— cache >
Data S
Publisher
Interest Packett Data Packet.
% Content Name % % Name S
Selectors Metalnfo
(order preference, publisher filter, % $ (content type, $
exclude filter, ...) freshness period, ...)
% Nonce X S Content S
Guiders
(scope, Interest lifetime) é Signature {(




moving content around In a
HREES archiiecBiie

Path determined by global routing, not local choice.

Structural asymmetry precludes market mechanisms
and encourages monopoly formation.



Producer

Content Store

moving content around In an
information-centric architecture

* requires Interest to trigger data transmission (no unsolicrted)
* data flows over reverse path as Interest (flow control)
* all data packets cryptographically sigsned (security)



FIB .

Producer

Content Store




Producer

Content Store




Producer

Content Store

e Packets say what not who (no src or dst)

e Forwarding decision Is local

e Upstream performance Is measurable
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B

NDN > CONTENT DISTRIBUTION

[ here are persistent problems with Internet
routing, transport and security that we have
been unable to solve within IP’'s framework.

Recent
Degun

Y, N

DN (ICN) research efforts have

‘0 demonstrate credible solutions to

these problems.

These solutions could make a big difference
to the Internet & the World



EXAMPLES (FROM NDN)

Transport via Set Reconciliation (‘Sync’)
Greedy Hyperbolic Geometric

Schematized Trust Models



BRANSPOR| [ HRU HEAGES

Stuff to send

m@iveo NOEIECEIVEE

Sequence
number




BRANSPOR| [ HRU HEAGES

Stuff to send

%@ivcn NOT [ECEIVEER

Sequence
number

This models the process, not the outcome
(data movement is a side-effect)




A BE | | ER VWA

? Indn/broadcast/sync/
foo/bar/Ox148e9

sha(o o) = 0x148e9

sha(* °) sha(* °)

sha(A) sha(B) sha(C) sha(D)

A B C D

Bob’s /foo/bar collection



A BE | | ER VWA

/ndn/broadcast/sync/foo/bar/
Ox148e9/0xfe2d: E

sha(o 0) = Oxfe2d

sha(* *)

sha(* *) sha(* *)

sha(A) sha(B) sha(C) sha(D) sha(E)
A B C D E

Alice’s /[foo/bar collection

? Indn/broadcast/sync/
foo/bar/0x148e9

Sha(o o) = 0x148e9

sha(* °) sha(* °)

sha(A) sha(B) sha(C) sha(D)
A B C D

Bob’s /foo/bar collection



A BE | | ER VWA

| same communication cost as TCP
R but much more general and robust |

! [broadcast/sync/

Reconciliation of any two sets can be
done with a communication cost
proportional to their difference.

— Y.Minsky & A.Trachtenberg, |IEEE Trans.
on Information Theory, 49(9) 2003

tweet

alice bob

tweet/alice/| tweet/alice/2 tweet/bob/ | tweet/bob/2

Bob’s tweet collection



EXAMPLES (FROM NDN);

Transport via Set Reconciliation (‘'Sync’)
Greedy Hyperbolic Geometric

Schematized Trust



A BE | | ER VWA

Packet = < name, data, signature >

Any consumer can assess solely from the data:

Integrity (1s data intact and complete?)
Pertinence (Is this an answer to my question?)

Provenance (who asserts this Is an answer?)



DATA-CENTRIC SECURITY

Interest

/youtube/video/343

Found in
cache

O

®

&
g

=

Publisher
Names, not addresses.

Data flows only in response to an
C interest request.

—~N/ N

Resistance to some kinds of )
denial-of-service
Benefits for privacy

\/\

# (order pr Reduced attack surfaces

—

(scope, Interest lifetime) Signature




DATA-CENTRIC SECURITY

Interest
/youtube/video/343 Fbun e S
~
— cache ~
Data S

Publisher

All content must be signed. Data Packet:

Routers may, clients shall, verify. é Name S
Validation policy defined by Metalnfo
applications. $ (content type, $
freshness period, ...)
+ Flexible foundation for Content 0
many security properties:
Integrity, authentication, Signature $

dCCeSS control, provenance




SIGNATURES IN NDN

Data packet

IIE_ Data packet (key)

Signature Cortont -1|
KeylLocator - Signature |
KeylLocator -

Big idea: Certificates are just named, signed data.
Get them “for free” in the data-centric security approach.



Extensions

SIGNATURE FORMAT DETAILS

Ensure flexibility, trust agility,
robustness for long-lived signatures.

:‘na'“‘:: fe“'f'cate fame /<SigBundleName>/V1/S0 /<SigBundleName>/V1/S0
etainfo: - = = :
ContentType: "Key" Siginfo1 Siginfo2 Siginfo7 Siginfo8

ContentFormat: "X509" SigValue1 SigValue2 SigValue7 SigValue8

Content: Raw key bits T atoleSia: N R VN T

Signaturelnfo: -~ 1 .. Hlipieslg. Name f-----

SignatureType .~ -1~ | validityPeriod:
) KeyLocator ..~ NotBefore: yyyymmddThhmmss

"""" NotAfter: yyyymmddThhmmss
~~~~~ StatusChecking:

o . ) StatusProvider: Name

SignatureValue: .| MustBelssuer: bool

Big idea: With appropriate mechanisms, signatures can outlive
the keys that signhed them, even if compromised.



EVIDENTIARY TRUST

Name Hierarchy & Links

ontent < 3 Content
Key Certification Graph i 7

Content
Content
Content ; L Content (/




EVIDENTIARY TRUST

e Attacker’s job gets exponentially harder as you
accumulate information.

= Security 1S emergent property of the system.

Name Hierarchy & Links
Content {3 @l Content
Key Certification Graph ¢
<€ > Key

0
Key
Cont Conitent
Key

0
Content j Key \ Content
0 0
Key Key




AU TOMATICAEES
PROVISIONING TRUST

How does a publisher get
their keys signed? 9c£0b331

———————————————————————

Web Server
Admin
Software

B - —————————————————————

"""""""""""""""""""""

Big idea: Abstract identity verification and automate issuance.



RUS | SCHEMIFSS

Who is allowed to sign what?

signs _— .
ﬁa/blog/KEYHh Admins o ——
/a/blog/admin/Lixia/KEY/37
@ /alblog/admin D signs
e ﬂa/blog/admin/Alex/KEY/sé
/a/blo .
’ g Authors )S'gns

/é/blog/author

Articles

/a/log/article é]] /a/blog/artucle/food/2015/1é

Big idea: Namespace design can convey capabilities, structure trust.



TRUS T SCHEMAS

Big idea: Abstract validation based on structure of namespace, allow
applications to define rules for trust or adopt pre-defined templates
designhed by experts.

Name: /bms/boelter/4805/ Trust Schema
electrical/20150101 ma'tté':i g —
KeyLocator: : aming Rule
/bms/boelter/4805/KEY
xe\o“\“g Naming Rule Trule k1 ={
“ed,\‘e\’ s name: (<*)<><KEY> // data name pattern

e @l© Naming Rule key: k2(\1) // key name pattern
Name: rule
IomsibosHer/4B0SKEY matching Naming Rulo

eyLocator:
/bms/boelter/KEY )
\ning Trust Anchor ~"Tanchor a1 ={
ey @ s name: <bms><KEY> // key name pattern
acne® Trust Anchor raw: MIpNpdjOBL... // raw key bits

N\em R
Name: /bms/boelter/KEY "‘:Ztaf:‘::zor Trust Anchor
KeyLocator: /bms/KEY >

Achieves vastly greater flexibility and security than existing TLS PKI.



LEARNING FROM APPLICATIONS:
OPEN MHEALTH

(Granular;, user- NDN Y
centric data ails

composable
services

* An old idea: Encryption-based access control

*New opportunities: Use namespace hierarchy to
express fine-grained access policies




SECURITY LESSUINS

Data-centric security philosophy allows us to convert hard
security problems (e.g., host security) into ones that are
relatively easier (crypto, key management).

Security priorities will continue to evolve, and no network
archrtecture will solve them all for all time—but archrtecture can

give us a more solid foundation.

NDN has yielded insights on problems and solutions in the [P/
s ichitecture.




WHO [S USING NDN NOW!?

not your father’s Internet (yet)

leading edge users in a lot of pain.
big data applications, e.g., high energy physics

BN eroing commercial interest In narrow: slice CiNisEIas
video content distribution

* one Instance of secure data storage services (lelehoc)

[see NDNCOMM 2015 report, named-data.net]|



http://named-data.net

RESEARCH AGENDA

App Design
eNamespace
* [rust models
*|n-network storage
*Synchronization
*Rendevous, discovery,
boot-strapping

Security
*Fast signing
eUsable Trust
*Privacy

e Attack resistance

Fundamental heory
* Any-to-Any communication
*Bandwidth / Memory /
*Distance tradeofts

Routing
*Fast Forwarding
*New models




WHO IS MAKING NDN NOW/?

» Highly collaborative effort, |0 different campuses
» Software Is open source and freely avallable.

» [utorials, tech reports, videos of tutorials and

meetings

named-data.net



http://named-data.net

v SHOULD YOU CARES

operators appreciate new ways of
looking at problems that
remove unnecessary detail

* like plumbing issues (IP address management)



NDN NUTS AND BOLTS

Apps

RouﬁngJ

Repo

[

Libraries

/

NFD

\

'Links and Tunnels

SieeE
https://github.com/named-data



NFD’S MAJOR PIECES

Tables: Strategies

Tools | PIT, FIB, Forwarding Faces
CS

ndn-
CXX

Library

Pipelines

Core

SieeE
https://github.com/named-data



NDN PLATFORM

Core: NFD, the NDN Forwarding Daemon

_ibraries: full featured implementations in a variety of
anguages

Applications: rich and growing software ecosystem

ndn-lighting Chronochat-js
NE ndn-protocol Matryoshka
redpnglng . ndnfs ndnstatus
s ChronoShare NDNVideo
ndn-traffic-generator NDNoT NDNFit
EdeUT% Wik ndnrijs OpenPTrack-NDN
Sl ndnrtc ndn-dissect
ndn-bms

SeE

https://github.com/named-data



[CN TUTORIAL ONLINE

Goal: Help guide NDN research & application development
Use chat application to illustrate intermediate concepts:

Synchronization: Abstractions beyond Interest/Data
exchange

Storage Options: Alternatives to In-network Content
Stores

Trust & Verification: Specifying what content to trust

http://named-data.net/icn20 | 5-tutorial


http://named-data.net/icn2015-tutorial

VISION FOR FUTURE INTERNET

Secured, iImmutable data with hierarchical names
Big sclence, small lo T, mobillity, iIntermittent connectivity

°romotes data management and efficient sharing

Naming data directly simplifies protocol stack

Applications focus on their data and trust management.

Networking simply happens, at all scale
In-network storage, multicast to any available interfaces
Mitigate traffic growth
“liminate heavy reliance on cloud

—nable “O3B" to leverage ad hoc, DTN, P2BF intermittency
Miinimize energy consumption, delay, facilitates privacy




activity

time

(Dave Clark ~1985)



Standardization

activity
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ICN is here (and that's a good thing)

(Dave Clark ~1985)

groups.csail.mit.edu/ana/People/DDC/Apocalypse.html



http://groups.csail.mit.edu/ana/People/DDC/Apocalypse.html

